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Motivation


I de senere ˚ar har man arbejdet meget med at udvikle værktøjer til at
 gøre programmer mere eﬀektive.Af teknikker kan nævnes memoiser-
 ing [Kho90]; udfold/fold transformationer [PP91b]; graf-baseret imple-
 mentation af “lazy” evaluering [Jon87] og partiel evaluering [JSS89].At
 disse metoder forbedrer eﬀektiviteten skyldes at nogle beregninger de-
 les, s˚a de kun skal gøres ´en gang.Imidlertid er forbindelsen mellem
 teknikkerne ikke klart forst˚aet, og det er heller ikke klart hvor stor eﬀek-
 tivitetsforbedring (speedup) de kan for˚arsage.Ydermere giver anvendelse
 af teknikkerne udfold/fold og partiel evaluering risiko for ødelæggelse af
 termineringsegenskaber.


Den existerende litteratur inden for omr˚adet vidner om mangel p˚a en
 model for program udførelse/transformering der er abstrakt nok.Behan-
 dlingen har været for afhængig af det konkrete sprog/system, og derfor
 er de essentielle begreber ofte druknet i detaljer.


Form˚alet med denne afhandling er at præsentere en model (faktisk
 to, nemlig ´en for et funktionelt sprog og ´en for et logisk sprog) som
 jeg tror/h˚aber vil hjælpe til med at isolere de karakteristiske træk ved
 optimeringsteknikker der er baserede p˚a at beregninger deles.


Modellen er basered p˚a en transitionssemantik i Plotkin-stil [Plo81].


Grunden til at en transitionssemantik foretrækkes frem for en denota-
 tionel semantik er at førstnævnte bedre fanger at udfoldning/foldning er
 operationelle begreber.


Hovedid´een, at bruge mange-niveau transitionssystemer, er som føl-
 ger:


• Det oprindelige program (kildeprogrammet) er repræsenteret som
 regler p˚a niveau 0.


• At udføre kildeprogrammet modelleres af (en sekvens af) transi-
tioner p˚a niveau 1, hvor man p˚a niveau 1 “har adgang til” regler
p˚a niveau 0.



(3)• At transformere kildeprogrammet (at foretage “symbolsk evalu-
 ering”) bliver ligeledes modelleret af transitioner p˚a niveau 1. Re-
 sultatet af transformationen, m˚alprogrammet, vil blive repræsen-
 teret som regler p˚a niveau 1.


• At udføre m˚alprogrammet modelleres af transitioner p˚a niveau 2,
 hvor man p˚a niveau 2 har adgang til regler p˚a niveau 1.


At beregninger deles afspejles i at en regel p˚a niveau 1, s˚a snart den er
 udledt, kan bruges mange gange p˚a niveau 2 – hver anvendelse repræsen-
 terer en genvej i beregningsprocessen.


Man kan tænke p˚a kildeprogrammet som en samling axiomer i en teori
 T0; s˚a kan man opfatte m˚alprogrammet som enten en samling teoremer i
 T0 eller som en samling axiomer i en ny teori T1, som man kan forvente
 vil være mere eﬀektiv end T0 – cf.[Gru87].


I vores model kan korrekthed (løst sagt) udtrykkes som følger: hvis
 der er en transition p˚a niveau 2 fra en konﬁguration C til en anden
 konﬁguration C, skal der ogs˚a være en transition p˚a niveau 1 fra C til
 (noget “ækvivalent med”) C (dette er partiel korrekthed); og hvis der
 fra en konﬁguration C udg˚ar en uendelig kæde af transitioner p˚a niveau
 2, skal der ogs˚a udg˚a en uendelig kæde af transitioner fra C p˚a niveau 1
 (dette er total korrekthed).


Ligeledes kan man ræsonnere om speedup (hvis man tildeler hver tran-
 sition en “omkostning”).F.ex.vil egenskaben at man højest vinder en
 konstant faktor ved at foretage en given transformation (løst sagt) kunne
 udtrykkes som følger: der existerer en konstant k s˚aledes at det (for alle
 A, B) gælder at hver gang der er en niveau 2 transition fra A til B
 med omkostning c, ﬁndes der ogs˚a en niveau 1 transition fra A til (noget


“ækvivalent med”) B med omkostning ≤ kc.


Bemærk at modellen ser “standard evaluering” som et specialtilfælde
af “symbolsk evaluering” (som det ogs˚a gøres i [DP88], og som det gøres
i PROLOG verdenen).P˚a den anden side har man som oftest “lov til” at
gøre mere under symbolsk evaluering end under standard evaluering, og
dette m˚a tages med i modellen der ellers vil blive b˚ade temmelig triviel og
med særdeles begrænset anvendelsesomr˚ade.N˚ar man f.ex. arbejder med
et “lazy” sprog har man under standard evaluering kun lov til at reducere
det “yderste redex”, mens man typisk har lov til at reducere et vilk˚arligt
redex under symbolsk evaluering; og n˚ar man arbejder med PROLOG har
man under standard evaluering kun lov til at kalde prædikatet yderst til



(4)venstre, mens man ofte har lov til at kalde et vilk˚arligt prædikat under
 symbolsk evaluering.


I modelskitsen præsenteret ovenfor var kun 2 niveauer angivet, men
 man kan naturligvis generalisere tilnniveauer – og det er ogs˚a nødvendigt
 hvis man skal modellere memoisering hvor man udnytter tidligere gener-
 erede regler til at generere nye regler, som f.ex. n˚ar ﬁbonacci programmet
 via memoisering kører i lineær tid i stedet for i exponentiel tid.


En vigtig begrebsmæssig forskel mellem det ovenfor angivne perspek-
 tiv p˚a transformationer og det perspektiv som er fremherskende i littera-
 turen (f.ex. [BD77]) er som følger:


• i den klassiske begrebsramme bliver kildeprogrammet, via en sekvens
 af meningsbevarende trin, transformeret ind i m˚alprogrammet;


• i vores begrebsramme “observerer” man hvordan kildeprogrammet
 opfører sig, og ved hjælp af den information konstruerer man s˚a et
 m˚alprogram.


For en nærmere sammenligning af de to perspektiver se f.ex. [Tur86, p.


293], ifølge hvilken førstnævnte er “suggested by axiomatic mathematics”


og sidstnævnte er “a product of cybernetic thinking”.



En oversigt over afhandlingen


• I kapitel 2 uddyber vi ovennævnte behandling af mange-niveau
 transitionssystemer.Vi kigger p˚a ﬂere velkendte teknikker for op-
 timering af programmer, diskuterer deres fordele og begrænsninger
 og viser hvordan de passer ind i vores begrebsramme.


• Kapitel 3 foreg˚ar i den funktionelle verden; vi betragter evaluer-
 ingsstrategier for λ-kalkylen s˚a vel som for “supercombinator” pro-
 grammer.Det er velkendt at “lazy” evaluering er suboptimal mht.


evnen til at genbruge beregninger; det er mindre kendt at ogs˚a


“fully lazy” evaluering er suboptimal – kan endda være exponen-
 tielt d˚arlig, som vist i [FS91].


For evaluering af λ-udtryk existerer der adskillige smarte metoder
som genbruger beregninger i højere grad end “fully lazy” evaluering
gør (f.ex. [Lam90]). I sektion 3.1 præsenterer vi en parametriseret



(5)evalueringsstrategi for supercombinator programmer med det for-
 dringsfulde navn “ultimate sharing”.Denne strategi er en “top-
 down” implementering af et mange-niveau transitionssystem; hvis
 parametrene bliver valgt p˚a passende vis er strategien i stand til
 at opn˚a samme genbrug af beregninger som de ovenfor nævnte
 metoder.


Kapitlet søger at forene og klargøre id´eer fra forskellige steder i
 litteraturen, deriblandt [AT89] (Jesper Tr¨aﬀ’s og mit speciale).


• Kapitel 4 kan nok betragtes som hovedkapitlet i afhandlingen; et
 kort sammendrag følger nedenfor (kapitlet selv indledes med et mere
 detaljeret sammendrag):


1. I sektion 4.1-4.5 bliver begrebet mange-niveau transitionssy-
 stemer formaliseret i en funktionel ramme, hvor konﬁgura-
 tionerne er grafer.Det vises at niveau 1 transitioner (dvs.


standard evaluering) tilfredsstiller en Church-Rosser egenskab,
 og at “normal order reduction” (svarende til “lazy” evaluering)
 er en optimal strategi (i forhold til andre strategier p˚a niveau
 1).


S˚a længe kun ´et niveau er til stede, har lignende fremgangsm˚ader
 været anvendt adskillige andre steder i litteraturen – imidler-
 tid giver vi behandlingen en drejning s˚a den passer til vores
 senere form˚al.


2.Sektion 4.6 behandler de centrale emnerkorrekthed ogspeedup.


Sætning 4.6.3 kan fortolkes som udsigende at m˚alprogrammet
 højest er en konstant faktor hurtigere end kildeprogrammet;


og sætning 4.6.4 kan fortolkes som udsigende at s˚afremt an-
 tallet af niveauer er opadtil begrænset er højest et polynomielt
 speedup muligt. Endvidere opstiller sætning 4.6.7 en tilstrække-
 lig betingelse for total korrekthed – ﬁdusen er at sikre at hver
 regel repræsenterer en smule “fremgang”.


Sektion 4.7 indeholder en detaljeret diskussion af hvordan og
 hvorvidt de ovennævnte resultater kan anvendes p˚a den “virke-
 lige verden”, f.ex. de mange-niveau transitionssystemer der
 blev behandlet i kapitel 2.


I sektion 4.8 bliver nogle ingredienser “faktoriseret ud”, som
hver for sig kan givemere endet konstant (polynomielt) speedup.



(6)Dvs. vi undersøger de antagelser der ligger bag sætning 4.6.3
 og sætning 4.6.4.


De ﬂeste af de id´eer, som bliver fremstillet i disse tre sektioner,
 blev præsenteret til PEPM’91 [Amt91] (da blev imidlertid en
 model for logiksprog brugt).


Sektion 4.9 sætter arbejdet i perspektiv ved at beskrive andre frem-
 gangsm˚ader fra litteraturen.


• I kapitel 5 deﬁneres en non-deterministisk maskine (kaldet en USM)
 der implementerer “ultimate sharing” (cf.kapitel 3). Ved at an-
 vende resultater fra kapitel 4 kan det vises at maskinen er “kor-
 rekt”.


En USM kan gøres deterministisk p˚a mange m˚ader; af særlig inter-
 esse er den s˚akaldte PEM som behandles i sektion 5.2. En PEM er
 essentielt en “top-down” implementering af partiel evaluering.


Materialet i dette kapitel kan ses som en generalisering af hove-
 did´een bag Jesper Tr¨aﬀ’s og mit speciale [AT89].


• Kapitel 6 giver et exempel p˚a et “realistisk” program som ved hjælp
 af en passende instans af en USM kan komme til at køre exponentielt
 hurtigere.Det drejer sig om en simulator for de s˚akaldte 2DPDA’s
 [AHU74, kapitel 9].Det vakte stor opsigt da Cook beviste at det
 altid er muligt at simulere en 2DPDA i lineær tid, selv hvis auto-
 maten udfører exponentielt mange trin.Vi skal se at denne smarte
 simulering kan ses som en instans af det generelle begreb “ultimate
 sharing”.


Kapitlet er baseret p˚a fælles arbejde med Jesper Tr¨aﬀ, som er pub-
 liceret i TCS [AT92] (den grundlæggende id´e g˚ar tilbage til specialet
 [AT89]).Fremstillingen her vil være væsentligt anderledes, da vi
 kan udnytte den generelle teori udviklet i de foreg˚aende kapitler.


• Ogs˚a i kapitel 7 ser vi et exempel p˚a hvordan “smarte algorit-
mer” kan genopﬁndes via anvendelse af generelle teknikker for pro-
gramoptimering.Vi viser at de velkendte Knuth-Morris-Pratt (KMP)
og Boyer-Moore (BM) algoritmer til delstrengsgenkendelse kan ses
som instanser af en fælles algoritme, parametriseret mht.søges-
trategi.Som sidegevinst bliver det s˚aledes formaliseret at KMP og
BM er “duale”.



(7)• I kapitel 8 præsenteres en model for et logisk sprog.Hovedvægten
 lægges p˚a at give tilstrækkelige betingelser for total korrekthed af
 udfold/fold transformationer.


De grundlæggende id´eer i kapitlet blev præsenteret til PLILP’92
 [Amt92a]; bortset fra de indledende dele er kapitlet næsten identisk
 med den tekniske rapport [Amt92b].


• Kapitel 9 søger at træde et skridt tilbage og betragte hvad der
 er opn˚aet.I særdeleshed ﬁndes to emner værdige til en nærmere
 diskussion:


– i og med at det er essentielt for anvendelser af “ultimate shar-
 ing” at vores USM f˚ar velvalgte parametre, er det en p˚atrængende
 opgave at udvikle analyseværktøjer der kan hjælpe brugeren
 med dette;


– da motivationen var at lave en model der er uafhængig af
konkrete programmeringssprog, virker det utilfredsstillende at
afhandlingen introducerer to (relativt forskellige) modeller –
kan “en større fælles kerne” for den funktionelle model og den
logiske model ﬁndes?
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This report is a revised version of my thesis of the same title, which
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 Aarhus, Denmark, in June 1993.


The examiners (Neil Jones and Alberto Pettorossi) made many use-
 ful remarks, which helped me to see how to improve the original thesis.


In particular, I realized that section 8.1 (where the logic model is out-
lined) could beneﬁt from a major rewriting.Apart from that, only minor
changes have been made.
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Chapter 1 Introduction


In the recent years a lot of work has been devoted to developing tools for
 transforming less eﬃcient programs into more eﬃcient programs.These
 include memoization [Kho90]; unfold/fold transformations [PP91b]; graph-
 based implementation of lazy evaluation [Jon87] and partial evaluation
 [JSS89].The eﬃciency improvement caused by these techniques all are
 due to the fact that some computations are shared, i.e. they only have
 to be done once.However, it is in no way clearly understood how these
 techniques relate to each other; neither is it clearly understood how much
 speedup one can gain.Finally, it is no easy task to guarantee preserva-
 tion of termination properties for the techniques of unfold/fold and partial
 evaluation.


From the literature on the techniques above one clearly feels the lack of
 a model for program execution/transformation which is abstract enough.


The treatment has been too language-dependent, and accordingly the
 essential concepts have been overshadowed by details.


The goal of this thesis is to present a model (actually two, namely one
 for a functional language and one for a logic language) which I believe
 will help to isolate the characteristic features of program optimization
 techniques which are based on sharing of computations.The model is
 based on transitions (deﬁned in Plotkin-style [Plo81]) between conﬁgura-
 tions; the reason for preferring a transition semantics to a denotational
 semantics is that the former more naturally expresses the fact that un-
 folding/folding etc.is operational in nature1.


The main idea – to use multilevel transition systems – is as follows:


• The original program (the source program) is represented as rules


1Cf.the remark in [GLT89, p.54]: “The fundamental idea of denotational semantics is to
interpret reduction (a dynamic notion) by equality (a static notion)”.



(14)at level 0.


• To execute the source program is modeled by (a sequence of) tran-
 sitions at level 1, where one at level 1 “can access” rules at level
 0.


• To transform the source program (to do “symbolic evaluation”)
 likewise is modeled by transitions at level 1.The result of trans-
 formation (the target program) will then be represented as rules at
 level 1.


• To execute the target program is modeled by transitions at level 2,
 where one at level 2 can access rules at level 1.


The sharing aspect of the above comes from that fact that a level 1
 rule, once derived, can be used many times at level 2 – each application
 representing a shortcut in the computation process.


If one thinks of the source program as a set of axioms in a theory T0,
 one can consider the target program as either a set of theorems in T0 or
 as a set of axioms in a new theory T1, which one can expect to be more
 eﬃcient than T0 – cf.[Gru87].


Within the model one can (loosely speaking) express correctness as
 follows: If there is a transition at level 2 from some conﬁguration C into
 another conﬁguration C, then there must also be a transition at level
 1 from C to (something “equivalent to”) C (partial correctness), and if
 there from conﬁguration C is an inﬁnite chain of transitions at level 2,
 there also must be an inﬁnite chain of transitions from C at level 1 (total
 correctness).


Likewise one can reason about speedup if one assigns a “cost” to each
 transition; e.g. the property that one gains at most a constant by doing
 some transformation can be expressed as follows: there exists a constant
 k such that (for all C,C) each time there is a level 2 transition from
 C to C with cost c, there is a level 1 transition from C to (something


“equivalent to”) C with cost c, where c ≤ kc.


Notice that a key point in the above model sketch is that “standard”


evaluation is viewed as a special case of “symbolic” evaluation (as done
in [DP88], and as done in the PROLOG world).On the other hand,
in practice one is allowed to do more during symbolic evaluation than
during standard evaluation, and the model has to account for these dif-
ferences (without doing so the theory will become rather trivial as well



(15)as of limited use for modeling purposes).For example, during standard
 evaluation of a lazy language one will only accept that the outermost
 redex is reduced, whereas one maybe is entitled to reduce an arbitrary
 redex during symbolic evaluation.Likewise, in a logic language like PRO-
 LOG one is typically only allowed to call the leftmost predicate during
 standard evaluation, whereas one is allowed to call an arbitrary predicate
 during symbolic evaluation.


In the model sketched above only 2 levels are present, but of course
 one can generalize to nlevels – and such a generalization is also necessary
 for modeling memoization where one during generation of rules exploits
 previously generated rules, as when e.g. the ﬁbonacci program due to
 memoization runs in linear time instead of in exponential time.


An important conceptual diﬀerence between the perspective on trans-
 formations presented above and the perspective prevalent in the literature
 (e.g. [BD77]) is as follows:


• in the standard framework, the source program gradually – by a
 sequence of (hopefully) meaning preserving steps – is transformed
 into the target program;


• in our framework the behavior of the source program is “observed”,
 and by means of the information thus gained a target program is
 constructed.


For a further discussion of the merits of the two perspectives see [Tur86,
 p.293], according to which the former is “suggested by axiomatic math-
 ematics” and the latter is “a product of cybernetic thinking”.



1.1 An overview of the thesis


• In chapter 2 we elaborate on the concept of multilevel transition
 systems.In particular we examine several well-known program op-
 timization techniques, discuss their merits and limitations and show
 how they ﬁt into the framework of multilevel transition systems.


• Chapter 3 takes place within a functional setting, considering eval-
 uation strategies for the λ-calculus as well as for supercombinator
 programs.It is well-known that lazy evaluation is suboptimal wrt.


the ability for reusing (sharing) computations; it is less known that



(16)also “fully lazy” evaluation is suboptimal – it may even be expo-
 nentially bad, as shown in [FS91].


Several clever methods exist for “a more than fully lazy” evalu-
 ation of λ-expressions (e.g. [Lam90]); in section 3.1 we present
 a parametrized evaluation strategy for supercombinator programs
 with the pretentious name “ultimate sharing”, to be seen as a “top-
 down” implementation of a multilevel transition system – we argue
 that if parameters are chosen appropriately, this strategy is able to
 achieve the same degree of sharing as the abovementioned methods.


This chapter attempts to unify and elucidate ideas from various
 places in the literature, including [AT89] (Jesper Tr¨aﬀ’s and mine
 Master’s Thesis).


• Chapter 4 may be considered the main chapter of the thesis, and
 can be summarized as follows (the chapter itself contains a more
 detailed overview):


1. In section 4.1-4.5, the idea of multilevel transition systems
 is formalized in a functional setting where the conﬁgurations
 are graphs.It is shown that level 1 transitions (i.e.standard
 evaluation) satisfy a Church-Rosser property, and that “nor-
 mal order reduction” is optimal among evaluation strategies
 at level 1.


As long as only one level is present, developments rather sim-
 ilar to the one presented here have been seen numerous places
 in the literature – however, our development has been given a
 twist in order to suit our later purposes.


2.In section 4.6, the crucial issues of correctness and speedup are
 addressed. In particular, theorem 4.6.3 can be interpreted as
 saying that the target program will be faster than the source
 program by at most a constant; and theorem 4.6.4 can be
 interpreted as saying that by having an upper bound on the
 number of levels employed in a multilevel system one at most
 gains a polynomial speedup. Moreover, theorem 4.6.7 gives
 criteria for total correctness – the trick is to ensure that each
 rule represents some “progress”.


In section 4.7 it is discussed in detail how the above results
relate to the “real world”, e.g. the multilevel systems examined
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In section 4.8 we factor out some reasons why a program op-
 timization technique may yield more than a constant (polyno-
 mial) speedup (that is, we investigate the underlying assump-
 tions behind theorem 4.6.3 and theorem 4.6.4).


The main ideas exposed in these three sections were presented
 at PEPM’91 [Amt91], however in a logic programming setting.


Finally, section 4.9 attempts to put the present work in perspective
 by describing other approaches from the literature.


• In chapter 5 an abstract, non-deterministic machine (to be called
 an USM) implementing ultimate sharing (cf.chapter 3) is deﬁned.


By applying results from chapter 4, the machine can be proven


“correct”.


Of the numerous instances of the USM, the so-called PEM is of
 special interest and will be treated in depth in section 5.2. The PEM
 can be considered a top-down implementation of partial evaluation.


The material presented in this chapter may be viewed as a gener-
 alization of the main idea behind [AT89] (Jesper Tr¨aﬀ’s and mine
 Master’s Thesis).


• Chapter 6 presents a “realistic” program which by means of a suit-
 able instance of the USM can be made to run exponentially faster.


The program to be considered is a simulator for two-way determin-
 istic pushdown automata (2DPDA) [AHU74, chap.9]. It caused
 much surprise when Cook showed that it is always possible to sim-
 ulate a 2DPDA in linear time (wrt.the length of the input tape),
 even if the automaton carries out an exponential number of steps.


We shall see that the eﬀect of this clever simulation can be acquired
 using the general concept of ultimate sharing.


This chapter is based on joint work with Jesper Tr¨aﬀ which has been
 reported in TCS [AT92] (but the basic idea dates back to [AT89]).


The exposition here will be rather diﬀerent, as we can build upon
 the general theory developed in the previous chapters.


• As in chapter 6, also in chapter 7 we shall see that ingenious algo-
rithms can be reinvented by application of general program opti-
mization techniques: we show that the well-known Knuth-Morris-



(18)Pratt (KMP) and Boyer-Moore (BM) algorithms for substring match-
 ing can be seen as specializations of a common substring matching
 algorithm, parametrized wrt.search strategy. This further formal-
 izes the intuition that KMP and BM are “dual”.


• In chapter 8 a model is set up for a logic language; special em-
 phasis is put on giving criteria for total correctness of unfold/fold
 transformations.


The basic ideas in this chapter have been presented at PLILP’92
 [Amt92a]; the chapter itself is (apart from the introductory parts)
 almost identical to the technical report [Amt92b].Section 8.1 at-
 tempts to give the main intuition behind the approach and section
 8.2 compares with related work; the rest of the chapter is highly
 technical and perhaps ought to be an appendix instead.


• Chapter 9 contains the concluding remarks.In particular, two is-
 sues are discussed:


– It is essential for the success of the USM that it is instantiated
 by appropriate parameters.Can some analysis guide the user?


– Can the functional model and the logic model be brought
 closer together?
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Chapter 2



Multilevel transition systems


In this chapter we will elaborate a bit on the intuition presented p.12 –
 in particular, we will show how several well-known program optimization
 techniques can be considered as instances of multilevel transition systems.


A multilevel system, in its most bare form, consists of


• A set of conﬁgurations, C.


• For each natural number i a set of transitions Ti, where each Ti is a
 binary relation on C.Thus (C1, C2) ∈ Ti is supposed to mean that
 there is a transition from C1 to C2 at level i – we will also write
 i  C1 →C2.


• For each non-negative number i a set of rules Ri, where each Ri is
 a binary relation on C.We will demand that for all i Ri ⊆ Ti, i. e.


that a level i rule is also a level i transition.


• An inference system for the i  relation, where the inference rules
 are of form


. . . i  C11 → C12, i  C21 →C22. . .
 . . . i  C1 → C2


and where there is an axiom stating that
 (C1, C2) ∈ Ri, i < i


i  C1 → C2


i.e. at level 1 only the level 0-rules can be used, at level 2 also the
 level 1-rules are applicable etc.There may be some side conditions;


a possible one being that i = i + 1 (so at level 2 one can use the
level 1-rules but not the level 0-rules).
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 (but Rn−1 = ∅) – in particular, in a 2-level system only R1 (and R0) will
 be = ∅.


As can be seen, a multilevel system will be determined (given a ﬁxed
 set of conﬁgurations and inference rules) from the sets Ri, since then the
 sets Ti will be ﬁxed.



Pragmatics


In order to specify and implement a multilevel system a number of issues,
 some of which are listed below, must be settled.These decisions will then
 implicitly deﬁne the sets Ri.


• Given that a rule at level i with “source” s is wanted, it remains to
 ﬁnd the corresponding “target”, i.e. a t such that i  s → t.Many
 such tmay exist, representing various degrees of “reduction”.Often
 one will reduce s until some sort of “normal form” is reached; of
 course care has to be taken to ensure termination.


• Often there is a choice between whether to use the rules in R0,
 which can be assumed to be easily accessible, but which represent
 small computation steps only; or to use the higher level rules, which
 might be costly to ﬁnd (and compute), but potentially represent
 larger computation steps.


• For any i ≥ 1, it must be settled which conﬁgurations will be
 sources of transitions in Ri, and when these rules are to be gen-
 erated.Roughly speaking, there are two ways to proceed:


– To compute the rules bottom-up, i.e. start to compute all the
 rules wanted as members of R1, then (if any) the rules in R2,
 etc.When all rules are stored, the system is able to evaluate
 expressions (in the world of logic programming: solve queries),
 now working at the top level.This approach is thus a two-
 stage technique; the advantage being that the rules can be


“compiled” (into more eﬃcient representations) between the
 two stages – the disadvantage being that rules that are never
 needed might be generated.


– To use a top-down (or call-by-need) approach: rules are gen-
erated only when needed to solve a given query (in an eﬃcient
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 vantage being that one does not have to determine in advance
 which rules to generate (without knowing the actual query) –
 the disadvantage being that a lot of administration overhead
 is potentially present.


The discussion above will be concretized in the next section.



2.1 Instances of multilevel systems


We now examine three well-known techniques for program optimization
 and show how their behavior can be expressed in terms of multilevel
 systems.



2.1.1 Memoization


This is a classical technique, introduced by [Mic68].The rules are of form
 f(α) → β


(α and β are constants) making it possible to share the computation of
 f(α) between its various invocations.When applying the technique, two
 issues must be settled:


• Which functions to memoize on? In [Kho90] some syntactic criteria
 for deciding when memoization will be useful are given, at the same
 time exhibiting a method for “compile time garbage collection” of
 obsolete rules.


• Which kind of equality to use when deciding whether a function has
 been called with the “same” argument before? The natural choice
 is “structural equality”, but this can lead to very time-consuming
 comparisons and in the case of lazy data structures even cause inﬁ-
 nite loops.Therefore, [Hug85] suggests to use “equality of pointers”


instead (of course, then less computation will be shared).


Memoization is a top-down method – its bottom-up counterpart is often
 termed tabulation and is treated e.g. in [Bir80] and [Coh83]1.


1In [Bir80] the top-down method is termed exact tabulation (as only the rules needed are
generated), whereas the bottom-up method may give rise toovertabulation.In [Coh83] the top-



(23)Example 2.1.1 Consider the ﬁbonacci function
 ﬁb(0) →1


ﬁb(1) →1


ﬁb(n) →ﬁb(n-1) + ﬁb(n-2) for n ≥ 2.


a suitable representation of which will constitute the rules in R0.


Memoization-based evaluation of ﬁb(n) amounts to creating a n-1 level
 transition system where R1 consists of the transition from ﬁb(2) to 2;


where R2 consists of the transition from ﬁb(3) to 3, etc. ✷
 One must realize that memoization (in the form sketched above) is not
 able to catch all repeated computations – if e.g.fﬁrst is called with (α,β1)
 as argument and then with (α,β2) as argument (β1 = β2), memoization
 will give us nothing, even though a lot of computation infmay depend on
 its ﬁrst argument only.This suggests that it might be useful to memoize
 on “smaller units of computation” – as will be done in section 3.1.



2.1.2 Unfold/fold transformations


The unfold/fold framework for program transformation dates back to
 [BD77] and has since been the subject of much interest, primarily aimed
 at making the process of ﬁnding “eureka”-deﬁnitions more systematic,
 e.g. [NN90], [PP90], [PP91b], [PP92]. Also supercompilation [Tur86] can
 be seen as a variant over the concept.


The process of ﬁrst transforming a source program into a target pro-
 gram by the unfold/fold method and then running the target program
 can be considered as implementing a 2-level system2 – the target program
 being the rules at level 1 – by the bottom-up approach.No particular
 requirements exist concerning the form of the level 1-rules.


Unfold/fold transformations are typically done manually, thus elimi-
 nating the risk (otherwise potentially present in bottom-up approaches)
 of generating inﬁnitely many rules (or looping while generating a rule).


down method is termed the large-table method, whereas the bottom-up method is termed the
 small-table method(as rules can be discarded when they have been used to generate the desired
 higher level rules).


2This does not model all applications of the unfold/fold technique, since it may happen that a
 rule derived during transformation is unfolded/folded against later on – thus 3 levels are present.


However, it will always be possible to describe an unfold/fold transformation as aﬁnite sequence
of “2-level” transformations.
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 strategies are given which are guaranteed to terminate for certain kinds
 of source programs.


Example 2.1.2 Consider the function f deﬁned by3
 f([ ]) →[ ]


f(a::x) →b ::f(x)
 f(b::x) →c ::f(x)
 f(c::x) →a ::f(x)


and suppose this program is often used to evaluate expressions containing
 subterms of the form f(f(t)).Then it might be a good idea to introduce
 the eureka deﬁnition


g(x) →f(f(x))


and replace such subterms with g(t).


Remark: this deﬁnition is to be considered as an extra
 level 0-rule, not as a level 1-rule.The justiﬁcation for this
 is that g does not appear in the source program, hence we
 – without causing ambiguity – can add the deﬁnition to the
 source program and then start the transformation process on
 the modiﬁed source program.


We have to derive level 1-rules for g; ﬁrst we look at the term g([ ]).By
 one unfolding, this yields f(f([ ])); by one more unfolding, this yieldsf([ ]);


and by one more unfolding we end up with [ ] – enabling us to store the
 level 1-rule


g([ ]) →[ ]


Next, we consider the termg(a::x).By one unfolding, this yieldsf(f(a::x));


by one more unfolding, this yields f(b::f(x)); and by one more unfolding
 we get c::f(f(x)).Finally, this can be folded back to c::g(x) giving the
 level 1-rule


g(a::x) →c::g(x)


In an analogous way, we get the level 1-rules


3Herea,bandcare constants,xis a variable, [ ] is the empty list and :: is the list constructor.
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 g(c::x) →b::g(x)


and the four level 1-rules for g constitute the target program. ✷
 Some noteworthy points concerning the unfold/fold technique:


1.In most applications of the technique, the process of folding an
 expressione into another expression e is conceptually equivalent to
 considering e as an abbreviation of e.Referring back to example
 2.1.2, if one considers g(x) as an abbreviation of f(f(x)) one can by
 unfolding alone obtain the level 1-rules


f(f([ ])) →[ ]


f(f(a::x)) →c::f(f(x))
 f(f(b::x)) →a::f(f(x))
 f(f(c::x)) →b::f(f(x))


which determine the same “ﬂow of control” as the target program
 involving g – however, if implemented naively is less eﬃcient.


In the theory developed in chapter 4, only unfolding will be modeled
 – the discussion above suggests that this is no serious restriction.


Moreover, in chapter 8 (when a logic language is treated) folding is
 handled explicitly.


2. The reason why we can expect the transformation in example 2.1.2
 to improve eﬃciency is that the level 1-rules represent a “short-
 cut” in the computation process: instead of unfolding f twice g is
 unfolded once.This suggests that the speedup will be roughly a fac-
 tor two.An attempt to formalize this intuition is made in chapter
 4.


3.One must be careful not to decrease the termination domain – in
 example 2.1.2, this would have happened if we after having unfolded
 g(a::x)into f(f(a::x))immediately folds back into g(a::x)yielding the
 level 1 rule


g(a::x) →g(a::x)
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 chapter 4 the problem is addressed anew, with the aim of giving
 more intuitively understandable conditions than in [Kot85].For a
 logic language, the issue is treated in depth in chapter 8.


4.In the unfold/fold framework one usually also – apart from doing
 unfolding and folding – is allowed to perform various algebraic ma-
 nipulations. In section 4.8.3 it is discussed how this ﬁts with the
 multilevel system view.



2.1.3 Partial evaluation


Partial evaluation (PE for short) can be viewed as a special case of the
 unfold/fold technique, where the (level 1) rules are of form


f(α,y)→ε(y)


with α a constant andε(y) an expression with y as only free variable.We
 say that f has been specialized wrt. α, and that the ﬁrst argument of f is
 static and the second dynamic (of course the above can be generalized to
 an arbitrary number of static/dynamic arguments)4.To generate such a
 rule may be a good idea if some of f’s computation can be done even if
 only the ﬁrst argument is known, cf.the discussion at the end of section
 2.1.1.


Example 2.1.3 Consider the Ackerman function, represented by the
 level 0 rules


ack(0,n) →n+1


ack(m,0) →ack(m-1,1) for m > 0


ack(m,n) →ack(m-1,ack(m,n-1)) for m > 0, n > 0


If ack is partially evaluated wrt.its ﬁrst argument being 2, the following
 level 1 rules (specialized versions of ack) will typically be generated:


ack(2,0) →ack(1,1)


ack(2,n) →ack(1,ack(2,n-1)) for n > 0
 ack(1,0) →ack(0,1)


ack(1,n) →ack(0,ack(1,n-1)) for n > 0


4The concept of PE may be extended a bit, as e.g. in [Tak91] where “context” is taken into
account, and in [BCD90] where a function can be specialized wrt.an argument satisfying some
predicate.
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 (cf. the discussion in section 2.1.2) of ack(2,n) etc, the level 1 rules will
 take the form


ack2(0) →ack1(1)


ack2(n) →ack1(ack2(n-1)) for n >0
 ack1(0) →ack0(1)


ack1(n) →ack0(ack1(n-1)) for n >0
 ack0(n) →n+1


and will thus constitute a “self-contained” target program.


The only computation which has been done at PE-time is the eval-
 uation of m −1 for m = 1,2 (and the pattern matching wrt.the ﬁrst
 argument) – not enough to reduce the enormous complexity of ack! ✷
 The concept of partial evaluation dates back to Kleene’s smn-theorem
 from recursion theory (where eﬃciency improvement was no concern);


and in the recent decade the ﬁeld has evolved tremendously.For a com-
 prehensive treatment of central aspects of PE as well as a historical sur-
 vey, see [JSS89].


In contrast to most (general) unfold/fold systems, PE is usually in-
 tended to be done automatically.As the bottom-up approach is used
 this implies the risk of non-termination, and in fact the great majority of
 existing partial evaluators may loop (even when doing PE on programs
 which themselves terminate).Two sources for non-termination exist:


1.when generating the code for a specialized function, an attempt is
 made to unfold inﬁnitely often.


2.an attempt is made to specialize a function with respect to inﬁnitely
 many values.


These problems have been attacked in several ways, e.g.:


• In [Ses88] (1) is avoided by testing for cycles in the call graph (this
 technique being potentially very space consuming), but (2) remains
 a possibility.


• In SIMILIX [BD91] one decreases the risk of (1) by not unfolding
dynamic tests, i.e. tests whose outcome cannot be decided by the
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 needed have to be generated in advance – including some which turn
 out to be not needed – (2) may occur and actually also (1).


• In [Hol91] an analysis for ensuring that (2) cannot happen is given.


If the analysis reveals that (2) might happen, one will have to make
 some static arguments dynamic (thus giving rise to less sharing of
 computations).


• In [Sah91] a partial evaluator for full PROLOG is given which does
 not violate termination properties.A number of ways to ensure
 this are proposed, one of which in the functional context translates
 into putting an upper limit on the number of specialized versions
 of each function.


In section 5.2 we shall present a top-down version of PE and prove it to
preserve termination properties (i.e. terminate unless the source program
itself loops).
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Various Degrees of Sharing


When evaluating an expression in a functional language (e.g. the λ-
 calculus [Bar84]), some subcomputations may have to be done several
 times, this being a cause of ineﬃciency.Consequently, several techniques
 have been devised to increase the amount of sharing.Below, we are going
 to list some of these techniques in order of increasing sophistication.


First some terminology (from the λ-calculus): a redex met when fol-
 lowing the leftmostpath from a node is called a spine redex(of this node).


For instance, in (λx.((λy.y)e1)e2)e3 the expression itself is a spine redex
 (the topmost one) and (λy.y)e1 is a spine redex (the bottommost one).


When no spine redices exist, the expression is said to be in head nor-
 mal form.Notice that it is always safe to reduce a spine redex of e, in
 the sense that if e reduces to a head normal form then this reduction
 involves the reduction of all spine redices of e [BKKS87, theorem 4.9].


A reduction which reduces the topmost spine redex is termed a normal
 order reduction.



Lazy evaluation


One can work with “DAG”s instead of trees, i.e. allow a subexpression to
 be shared among several expressions.When the normal order strategy is
 applied, this amounts to using lazy evaluation instead of simple CBN.



Fully lazy evaluation


The use of DAGs is not suﬃcient to avoid duplication of computations.


To see this, consider the λ-expression E deﬁned by
E = (λf.+ (f 2)(f 3))(λy.+ (h 4)y)
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Figure 3.1: Naive β-reduction of E
 where h is some (expensive) built-in function.


A naive evaluation of E will give rise to a sequence of β-reductions
 the ﬁrst two steps of which are depicted in ﬁgure 3.1.


When doing the ﬁrst β-reduction, the subexpression λy.+ (h 4)y can
 be shared since we are working with DAGs.But when performing the
 second β-reduction, i.e. when applying the abovementioned expression to
 2, everything below the “λy” (i.e. the subexpression +(h4)y) isduplicated
 (since 2 has to be inserted on y’s place in one of the copies but not in the
 other).Hence h 4 will be evaluated twice.


However, one can do better: actually there is no need to copy +(h 4),
 since +(h 4) does not contain y free – in [Jon87, p.246] this observation
 is attributed to [Wad71].An implementation clever enough to avoid such
 unnecessary copying is termed fully lazy [Jon87, p.210].


Usually, one does not implement functional languages by means of
 β-reductions of λ-expressions – instead, one transforms into supercom-
 binators by lambda-lifting ([Jon87]).By doing so, E might be naively
 translated into the supercombinator program


E = L M


L x = + (x 2)(x 3)
M y = + (h 4) y
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Figure 3.2: Combinator based reduction of E


This program will be evaluated as depicted in ﬁgure 3.2. As the expression
 h 4 is “hidden” in the deﬁnition of the supercombinator M, h 4 will be
 evaluated each time M is applied – i.e. twice.


Again, one can do better: one can modify the lambda-lifting algorithm
 so it abstracts away the maximal free expressions, as done in [Hug82].


Then the resulting supercombinator program will be fully lazy in the sense
 that it has the “same” sharing properties as the original λ-expression
 when evaluated by a fully lazy implementation.Now E is translated into
 (as the maximal free expression h 4 is abstracted away from the deﬁnition
 of M)


E = L(M (h 4))
 L x = + (x 2)(x 3)
 M x y = + x y


E can now be evaluated as depicted in ﬁgure 3.3: only one copy of h 4
 then ever exists.


In some sense, fully lazy evaluation guarantees that redices present
in the source program are not copied [HG91].However, when looking
at a program written in a high-level functional language, it is a rather
tricky issue to see which subcomputations are shared (when the program



(32)✒✑


✏


✒✑


✏


✒✑


✏


✒✑


✏


✒✑


✏


✒✑


✒✑ ✏


✏


✒✑


✏


✒✑


✏


✒✑


✏


✒✑


✏


✒✑


✒✑✏


✏


✒✑


✏


✒✑


✏


✒✑


✏


❅❅


❙❙


❙❙


❙❙


✔✔


✔


❊❊


❊❊


❊❊





✁✁


✁


❏❏


❏





❚❚❚


✡✡


❚❚❚


✡✡


✡


❈❈


❈❈


✔✔


✔


✲ ✲ ✲


✆✆


✆✆


✆✆


❏❏


❏


❆❆


❆


✡✡


✡


❙PP


❙❙❙


✱✱


✱


❏❏


✂✂


✂ ✂


✂✂


❈❈


❆❆


✄✄


✄✄


✄✄ PPPPP


4 h 4


M


3


@


@


@


@


h


M @


@


h 4


M


@


@


3


L @


@


E @


+


@


@
 2


@


@
 2
 +


@
 +


Figure 3.3: (Fully lazy) combinator reduction of E


is translated into the λ-calculus).In fact, the discussion in [Jon87, chap.


23] ends up with (p.400)


We conclude that it is by no means obvious how lazy a
 function is, and that we do not at present have any tools
 for reasoning about this.Laziness is a delicate property of a
 function, and seemingly innocuous program transformations
 may lose laziness.


Moreover, as pointed out in [FS91] we have



Fully lazy evaluation is not fully lazy


and may in fact be exponentially bad.To see this, consider – as in [FS91]


– the family of λ-expressions given recursively by
 A0 = λx.I


An = λh.(λw.wh(ww))An−1 for n ≥ 1
 Bn = AnI for all n


where I = λx.x.


Let us now perform a fully lazy sequence (i.e. the topmost spine redex
is reduced, and expressions not containing the bound variable free are not
copied) of β-reductions on Bn.We want to show by induction that Anx
reduces to I for any λ-expression x, and at the same time we want to
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