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Abstract


Traditional access control models which rely on a centralized reference monitor
 are not well suited for large-scale distributed systems. Cryptographic access
 control is a decentralized model, where access control is enforced solely based
 on possession of cryptographic keys. By including this access control scheme
 directly at the inter-process communication level, a distributed system can be
 created, where the condentiality and integrity of all communication is built in
 by default, and where only authorized nodes are granted access to the system's
 assets.


This thesis therefore investigates the possibilities of incorporating the cryp-
 tographic access control model into the Remote Procedure Call (RPC) protocol.


RPC is an inter-process communication paradigm that seeks to allow a program
 residing on one machine to call functions on another machine in a way similar
 to making a local function call. We design and implement a prototype RPC
 library based on the original Sun Microsystems RPC implementation. This in-
 cludes extending the RPCgen code generation tool to be compatible with the
 new RPC library. We also look at alternatives to the port mapping system used
 by RPC to locate resources on a server.



Keywords


Cryptography, cryptographic access control, inter-process communication, re-
mote procedure call, security
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Resumé


Traditionelle modeller for adgangskontrol, der afhænger af en centraliseret refe-
 rence-monitor, er ikke velegnede til store distribuerede systemer. Kryptogrask
 adgangskontrol er en decentraliseret model, hvor adgangskontrol håndhæves
 udelukkende udfra besiddelse af kryptograske nøgler. Ved at inkludere denne
 form for adgangskontrol direkte på niveauet for inter-proces kommunikation,
 kan et distribueret system skabes, hvor kondentialitet og integritet er indbygget
 som standard, og hvor adgang til systemets resurser kun gives til autoriserede
 klienter.


Dette eksamensprojekt udforsker derfor mulighederne for at inkorporere kryp-
 togrask adgangskontrol i Remote Procedure Call (RPC) protokollen. RPC er
 et paradigme for inter-proces kommunikation, der tillader et program på én
 maskine at kalde en funktion på en anden maskine på en måde, der ligner et
 almindeligt lokalt funktionskald. Vi designer og implementerer en prototype af
 et RPC-bibliotek baseret på den oprindelige implementation fra Sun Microsys-
 tems. Herunder udvides RPCgen kodegenereringsværktøjet, således at det er
 kompatibelt med det nye bibliotek. Vi ser også på alternative metoder til at
 lokalisere resurser på en server, der kan erstatte den portmapper-mekanisme,
 der bruges i RPC.



Nøgleord


Kryptogra, kryptogrask adgangskontrol, inter-proces kommunikation, remote
procedure call, sikkerhed
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Chapter 1



Introduction


The arrival of almost ubiquitous internet access has made network security one
 of the most important disciplines in computer security. The ability to protect
 network-connected assets against unauthorized use has become critical to both
 corporations and individuals. Unfortunately, the access control mechanisms
 currently available in popular operating systems were not designed with large-
 scale networks in mind. Often, they rely on an access control matrix, i.e. a
 table listing all users and all assets in the system and the permissions of each
 user with regard to each asset. For this approach to be secure, all cooperating
 machines must agree on a way to consistently identify and authenticate the
 users. Synchronizing the information necessary to do this becomes impractical
 as the number of nodes grows.


An alternative approach to access control, which does not require such a
 global state, and does not rely on user identication, is cryptographic access
 control. Instead of maintaining an access control matrix, access to an asset is
 granted based on the user's possession of a cryptographic key associated with
 the asset. This is validated by requiring the user to encrypt his request for the
 asset with the key. Upon receiving a request, the system will attempt to decrypt
 it. The request will only be meaningful if it was encrypted with the correct key
 to begin with.


Since cryptographic access control has these advantageous properties in dis-
 tributed systems, it seems intuitive that the most appropriate way to incorporate
 this access control scheme in a system, would be to add it to the inter-process
 communication layer. This will mean that all network services can be designed
 with access control taken into account, using a unied scheme across all appli-
 cations. The use of encryption in the access control mechanism also has the
 benet of making all communications unreadable to eavesdroppers.


In this report, we will propose a design of a version of the remote procedure
 call inter-process communication model using cryptographic access control. We
 will implement a prototype of the design, and evaluate its viability.



1.1 Overview


The remainder of this report is organized as follows: Chapter 2 covers vari-
 ous methods of inter-process communication, focusing on the remote procedure
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(10)call model. Chapter 3 introduces the concept of security in computing, and
 describes techniques for securing communication. In chapter 4, we develop a
 model for integrating remote procedure call and cryptographic access control,
 which is elaborated into a system design presented in chapter 5. Our proto-
 type implementation of this design is described in chapter 6, and is evaluated
 in chapter 7. We conclude the report by summarizing our ndings in chapter 8.



1.2 Prerequisites


The reader is assumed to have knowledge of network protocols, particularly the
 internet protocol family. Familiarity with the UML notation is also expected.


A basic understanding of UNIX-like operating systems is also helpful.
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Inter-process Communication (IPC)


As the name implies, inter-process communication covers any exchange of data
 between two or more processes, either within an operating system, or in a dis-
 tributed system where the processes reside on multiple machines. Many methods
 exist for performing such communications in modern operating systems. In this
 section we will review some of the approaches, as well as the dierences be-
 tween them. The most common IPC mechanisms are based on message passing,
 shared memory, or remote procedure call (RPC). In particular we will focus on
 the latter model.



2.1 Message Passing


Informally, by a message passing model is understood any IPC model that is
 based on transferring a piece of data from a sender to a receiver. This denition
 of course covers a broad scope of systems, that dier in numerous ways. The
 communication may be either synchronous or asynchronous, i.e. the sender may
 wait for the receiver to successfully receive the data, or the sender may continue
 immediately without any such conrmation. Dierent access control schemes
 are also used - some systems are completely unrestricted whereas others use
 le-like permission bitmasks. Examples include named pipes, which are simple
 uni-directional FIFO-buers, and the BSD socket abstraction, which is the basis
 of network communications using the TCP and UDP protocols, as well as UNIX
 Domain Sockets used for internal communication between processes in the same
 system. Higher level systems for communicating between nodes in a distributed
 system also exist, one such is the Message Passing Interface, or MPI.



2.2 Shared Memory


Generally, the term shared memory covers any mechanism for allowing multiple
 processes to share a virtual memory space. This approach has the advantage
 of being very fast, and allows for non-sequential access to the shared data.


However, this comes at a price in programming complexity, since the lack of
5



(12)any built-in mediation of access to the data allows the programmer to create
 code that is prone to race conditions.


The implementation of shared memory used in most modern UNIX variants
 is based on AT&T's System V. It denes a set of system calls for creating and
 managing shared memory segments, and a semaphore mechanism for coordi-
 nating access in order to avoid the problems just mentioned. An access control
 scheme similar to standard UNIX le permissions is available for shared memory
 segments, enabling the programmer to assign read and write access to individual
 users and groups in the system.


Shared memory models also exist in distributed systems, but these are sig-
 nicantly more complex. A coherency protocol is needed in order to ensure that
 all nodes agree on the contents despite concurrent accesses. The performance
 gained from working directly in the same memory segment is of course also im-
 possible to maintain if the contents have to be transported over a slow network
 link.



2.3 Remote Procedure Call (RPC)


Remote procedure call is a client/server infrastructure which enables a process
 to invoke functions residing on a remote system in a way that closely resembles
 a regular call to a local function. This is done by using client and server stubs,
 where the client stub works as a representative of the remote procedure. When
 an application wants to call a remote procedure, it will invoke the client stub,
 which will then call the server stub. The procedure is then executed by the
 server stub and the result is returned to the client stub, and further on from
 the client stub to the application. This is illustrated in gure 2.1. For an


Figure 2.1: The remote procedure call model


RPC system to work the underlying system must provide a suitable low level
transport protocol (such as TCP or UDP). The clients must be able to identify
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 on which port they can communicate with the dierent remote procedures. This
 can either be hardcoded into the procedure or the system can use some form of
 naming mechanism. If the system should be able to communicate over dierent
 machine architecture, operating systems, and languages, there must exist some
 way of passing data from the clients native data representation to the servers
 and back again.


RPC systems dier from most other forms of IPC models by using func-
 tion shipping instead of data shipping, that is, it operates with procedure calls
 instead of data transfers. Examples of RPC systems includes: Distributed Com-
 puting Environment (DCE) RPC and Open Network Computing (ONC) RPC.


The latter is the one on which we will base our system.



2.4 Open Network Computing (ONC) RPC


ONC RPC originates from the RPC system developed by SUN Microsystems in
 the 1980's1. It allows client and server processes to communicate across dierent
 hardware and operating systems by using its own interface denition language,
 which is an extension of the eXternal Data Representation, XDR, language [1].


An RPC service can either run on a predened port or obtain a new port
 on start up. RPC provides a service for RPC services to apply for a TCP/UDP
 port. Two programs that can be used for this are PORTMAPPER and RPCBIND
 [2]. Portmapper always runs on port 111, and when a new RPC service is
 started, it contacts the portmapper to obtain a port. When an application
 wants to execute an RPC service it contacts the portmapper, obtains the port
 associated with the specied RPC service and initiates communication. Figure
 2.2 illustrates the RPC model.


In the gure, only one process is active at any time, this is only an example,
 since the RPC protocol makes no restriction on concurrency. RPC calls may be
 asynchronous, for example, the client process could perform other tasks while
 waiting for a reply from the server, or the server may create a new task for each
 incoming call, leaving it free to service other requests.



2.4.1 The RPC Interface Denition Language (RPC IDL)


RPC IDL is used to dene programs, and to marshal the argument and result
 of a remote procedure call. RPC IDL uses XDR to do the marshalling of the
 data before it is transmitted over the network, and to convert the data back
 to the systems native data representation when a marshalled object is received.


To dene programs, RPC IDL has added two keywords to the XDR standard:


Program and Version. These are used to dene which procedures are available in
 each version of each program. For example, the following code is the denition
 of a program with one version, which contains one procedure:


program MESSAGEPROG {
 version MESSAGEVERS {


int PRINTMESSAGE(string) = 1;


} = 1;


} = 0x20000099;


1from here on when we mention RPC it will refer to ONC RPC unless otherwise stated



(14)Figure 2.2: The remote procedure call model


Here a remote program with a single procedure, PRINTMESSAGE, is declared in
 version 1 of the program, MESSAGEPROG. The program, version, and procedure
 are each assigned a number, this triple can be used to uniquely identify the pro-
 cedure. The programmer can freely choose the version and procedure numbers.


The only restrictions are that they must be natural numbers, no two procedures
 can have the same number in one version, and no program must have two ver-
 sions with the same number. In order to ensure that each program has a unique
 number these are administered by a central authority, which today is Sun Mi-
 crosystems2. The program numbers are divided into groups of 0x20000000, as
 shown in table 2.1.


2Recent internet standard drafts propose that the authority is to be transferred to the
IANA in the near future.
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 Program Numbers Description


0x00000000 - 0x1f Dened by Sun
 0x20000000 - 0x3f Dened by user
 0x40000000 - 0x5f Transient
 0x60000000 - 0x Reserved


Table 2.1: Program number assignment


• The rst group is the numbers administered by Sun Microsystems


• The second group can be used for programs, that are supposed to run on
 a specic site, but is primarily intended for debugging new programs


• The third group is reserved for programs that generate their numbers
 dynamically


• The rest of the groups are reserved for future use


To marshal the arguments and results from remote procedure calls the pro-
 grammer needs to specify some XDR lters. For each procedure he must specify
 one lter for the argument and one for the result. For most primitive data types
 lter routines are supplied by the RPC library. If the procedure uses more com-
 plex data structures, the programmer can use the primitive routines in the RPC
 library to specify the lters, or he can use RPCgen to generate these lters for
 him.


The RPC IDL only supports procedures with one input parameter and one
 output parameter. However, this is only a minor restriction, since XDR allows
 for several parameters to be grouped into one data structure, which then can
 be used as the input parameter and similar for the output parameter. The
 transformation of the parameters from the systems native data structure into an
 XDR data structure and back again is known as serialization and deserialization,
 respectively.



2.4.2 RPCgen


RPCgen is a tool the RPC programmer can use to automatically generate the
 RPC network interface code. RPCgen takes a program interface denition writ-
 ten in RPC IDL (see sec. 2.4.1) and produces a client stub, a server stub, and
 routines that convert arguments and results into XDR and vice versa.


RPCgen can save a lot of development time, since the programmer(s) can
 focus on the main features of the application instead of using time writing and
 debugging the low-level network routines. The interface generated by RPCgen


"hides" the network from the client and server applications. In order to make
 a remote call, the programmer writes a main client application that makes a
 local procedure call to the client stub created by RPCgen, which handles the
 marshalling and forwards the call. On the server side the remote procedure
 needs to be implemented and linked to the server stub.


RPCgen accepts an interface denition le written in RPC IDL and outputs
the generated code in the C language. An interface denition should contain
a program denition and possibly some denitions of data structures. If the
programmer chooses to dene one or more data structures, RPCgen will generate



(16)XDR lters for these structures. It is possible to use data types not supported
 by the XDR library and which are not dened in the interface denition le.


But in doing so you must provide the XDR lters to handle this data type.


The following code is an example interface denition le, which contains
 data structures declared in XDR.


/* dir.x: Remote directory listing protocol */


const MAXNAMELEN = 255; /*maximum length of directory entry*/


typedef string nametype<MAXNAMELEN>; /* directory entry */


typedef struct namenode *namelist; /* a link in listing */


/* A node in the directory listing */


struct namenode {


nametype name; /* name of directory entry */


namelist next; /* next entry */


};


/* The result of a READDIR operation. */


union readdir_res switch (int errno) {
 case 0:


namelist list; /* no error: return directory listing */


default:


void; /* error occurred: nothing else to return */


};


/* The directory program definition */


program DIRPROG {
 version DIRVERS {


readdir_res READDIR(nametype) = 1;


} = 1;


} = 0x20000076;


Running RPCgen on dir.x generates four output les:


dir.h The header le which contains #dene statements for the program. This
 must be included in the server and client applications


dir_clnt.c The client stub. This contains the client routine readdir_1, which
 is used in the client application


dir_svc.c The server stub. From here the procedure readdir_1_svc is called,
 this procedure must be present in the server application


dir_xdr.c The XDR lters for marshalling the argument and return data
 The programmer can use the code generated by RPCgen directly, or he can
 choose to alter it as he sees t.



2.4.3 Programming in RPC


The RPC interface oers RPC programmers dierent levels of complexity and
exibility. One way of describing this is as a series of layers, e.g. as it is done
in the documentation for RPC in Digital UNIX [4].
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 The highest layer is basically the level at which end users will use RPC.


This contains no direct interaction with the functions in the RPC library. Here,
 the programmer takes advantage of the work of other programmers and calls
 local procedures that take care of calling the remote procedure and returns the
 result, without the programmer needing to worry about the network and which
 operating system the server is running.


The middle layer also enables the programmer to call remote procedures
 without worrying about creating sockets and which operating system the server
 is using. The programmer is able to call remote procedures by using the follow-
 ing three procedures:


registerrpc is used to register a procedure on the server. It binds a unique
 procedure number to the procedure given in the parameters. It takes 6
 parameters, where the rst three are the program number, the version
 number, and the procedure number. The fourth parameter is a pointer to
 the procedure which is to be registered. The last two parameters are XDR
 lters to decode the parameters to the RPC procedure and encode the re-
 sults. Procedures registered with this function always use the portmapper,
 and cannot be dened to run on a specic port.


callrpc is used by the client to call a remote procedure. It takes 8 parameters,
 the rst parameter is the hostname of the server. The next three param-
 eters are the program, version, and procedure numbers. The next two
 parameters are an XDR lter and the argument for the remote procedure.


If the procedure takes more than one argument these are encoded in an
 XDR structure, which is done by the lter. The nal two parameters are
 another XDR lter for decoding the result and a pointer to where the re-
 sult should be stored. callrpc will serialize the arguments, send the request
 to the server, wait for the reply, deserialize the result and return this.


svc_run is called by the server when all procedures have been registered.


It causes the server to enter an innite loop, during which it listens for
 incoming requests. Upon reception of a request, control is transferred to
 the procedure body. svc_run also decodes the arguments and encodes the
 result using the XDR lters specied when the procedure was registered.


svc_run has no parameters.


The simplicity of the middle layer greatly reduces the exibility and therefore
 renders this layer inappropriate for complex programming tasks. With the mid-
 dle layer the programmer is unable to specify timeouts, use another transport
 protocol instead of UDP, perform authentication on the client or server side, or
 implement his own error handling.


The lowest layer contains functions the programmer can use to change the
 default values for the options mentioned above. Here the above call to registerrpc
 is replaced by three procedure calls:


svcudp_create creates a transport handle used by the server to keep informa-
tion needed in the communication, and also contains functions to receive
and reply to RPC messages. As parameter it takes a socket number. If
the socket is bound to a port number, the same port number must be
used, when the client calls clntudp_create. Alternatively, the parameter
can be RPC_ANYSOCK, in which case the procedure creates a socket



(18)itself. If the programmer wishes to use TCP instead of UDP, he may use
 svctcp_create. On success, a pointer to the transport handle is returned,
 otherwise NULL is returned.


pmap_unset takes the program and version number as parameters. It de-
 stroys all mappings of program and version to a port number from the
 portmapper tables, so that the portmapper tables at all times has at most
 one entry for each version of each program.


svc_register takes a transport handle, a program and a version number, a
 dispatch function, and a protocol as parameters. It is used to register the
 program version with the portmapper, that is, it creates a mapping in the
 portmapper tables from the triple (program number, version number, pro-
 tocol) to a port number. It also creates an entry in a list, which associates
 the triple (program number, version number, protocol) with the dispatch
 function, where protocol is the last parameter given to svc_register and
 can be either IPPROTO_TCP or IPPROTO_UDP. If protocol is zero no
 binding is performed.


Here the registration is on program level instead of procedure level, as it is in
 the middle layer. Based on the result of these three calls the programmer can
 specify his own error handling. The XDR lters are specied in the dispatch
 procedure instead of in the registration. In the dispatch procedure the functions
 svc_getargs and svc_sendreply are used to deserialize the arguments and se-
 rialize the result, respectively. Besides serializing the argument svc_sendreply
 also takes care of sending the result to the caller. When all the procedures have
 been registered svc_run is called just as in the middle layer.


On the client side the call to callrpc is replaced with calls to the following
 three functions:


clnt_create takes the hostname, program and version number, and transport
 protocol as parameters. Actually it is a wrapper function which will cre-
 ate a socket, set the port number in the socket data structure to 0, and
 call clntudp_create or clnttcp_create depending on which transport
 protocol is specied in the parameters.


clntudp_create creates a pointer to a client data structure. It takes the server
 address, the program and version number, a timeout value, and a pointer
 to a socket as parameters. The time specied in the timeout value indicates
 the timeout between tries. If the port number specied in the socket data
 structure is 0, the portmapper on the server is queried to get the port
 number used by the service. In clnttcp_create the timeout value is
 omitted, instead the size of the receive and send buer must be passed as
 parameters.


clnt_call is a macro which will call either clntudp_call or clnttcp_call
 depending on which transport protocol was specied as a parameter to
 clnt_create.


clntudp_call is used to call the remote procedure. It takes the client pointer
created by clntudp_create, the procedure number, an XDR lter func-
tion for serializing the argument, a pointer to the argument, an XDR
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 function for deserializing the result returned by the remote procedure, a
 pointer to where the result will be stored, and a timeout as parameters.


The timeout is the time in seconds for how long the function should wait
 for an answer. Should an answer not be received in this time period, an-
 other request may be sent to the server. clntudp_call will serialize the
 arguments, send the request, receive the reply, deserialize this, and return
 it.


clnt_destroy is a macro which works in the same way as clnt_call.


clntudp_destroy deallocates the space pointed to by the client handle. It will
 also close the socket associated with the client handle if this socket was
 opened by the RPC library. If the socket was opened by the user, it will
 remain open. This is done to make it possible to associate more than one
 client to a socket, and then destroy one client handle without closing the
 socket, which may still be used by other client handles.


Which layer of RPC to use depends on the amount of time one wishes to use,
 and how many details one needs to control. If the programmer needs to call a
 function on a remote server, and does not worry about how this is done, the
 easiest way is to use an interface which will wrap the serializing and remote
 procedure call into one single local call, thus the programmer only needs to
 specify the arguments and hostname of the server, even these may be wrapped
 into the interface. This is only possible if the RPC service is already congured
 and running on the server. If no such interface exists or the programmer needs
 to make his own interface the middle layer can be used. If the remote procedure
 takes multiple arguments, the programmer needs to write his own XDR lters
 to do the serializing, or he can use RPCgen to automatically generate these.


This is done by using the -c option of RPCgen, which is also possible if the
 programmer uses the lowest layer of the RPC interface to control some of the
 more sophisticated details. The programmer can also choose to use RPCgen to
 implement the entire interface. RPCgen generates code which uses the lowest
 layer of RPC, thus making the programmer able to change details in the code
 if necessary. In practice the middle layer is seldom used, because programmers
 often need to change one or two of the default settings.



2.4.4 Secure RPC


The RPC standard allows inclusion of authentication information along with the
transmitted calls and replies. It is possible to authenticate both the client and
the server in this manner. The standard is open-ended in that various avors
of authentication are identied by unique integers, which are assigned by Sun
Microsystems in the same manner as program numbers. The RPC standard
itself denes two such avors: AUTH_NONE, no authentication, and AUTH_SYS
which allows the client to authenticate himself to the server using a UNIX (user
ID, group ID) pair (this avor is also known as AUTH_UNIX in some versions
of RPC). The client and server must share user and group databases for this
scheme to be useful. Furthermore, it is very easy for a malicious client to forge
the credentials, e.g. by crafting packets with a zero user ID, which is normally
used to identify the superuser.



(20)Another authentication scheme called AUTH_DES or AUTH_DH, since it is based
 on the Data Encryption Standard algorithm3, and the Die-Hellman key ex-
 change protocol, was originally included in previous versions of the RPC stan-
 dard in order to solve the problems inherent to UNIX authentication. It enabled
 the server and client to mutually authenticate one another. However, due to a
 bad choice of parameters in the implementation of Die-Hellman, and the fact
 that the key size used by DES had been widely regarded as insucient due to
 the increased availability of faster and faster hardware, support for AUTH_DES
 was later removed from the standard. It would have been possible to solve the
 problems by changing the parameters and using another algorithm, but since a
 more generic and secure authentication scheme had been developed instead, it
 was decided to encourage users to move to this scheme instead of having two
 co-existing incompatible versions of AUTH_DES. The new standard, which moved
 beyond authentication by adding integrity and condentiality4, was based on
 the Generic Security Service Application Programming Interface (GSS-API),
 and is known as RPCSEC_GSS. Through access to this exible API, the RPC pro-
 grammer may implement almost any combination of algorithms, services, and
 mechanisms. Here, by services we understand the three main security proper-
 ties provided by the avor: Condentiality, integrity, and authentication, or any
 subset of these. Mechanisms cover any higher-level security infrastructure that
 the system must integrate with, such as a Kerberos system or an X.509-based
 public key infrastructure. The downside to the exibility of RPCSEC_GSS is of
 course that it leaves a lot of work to be done by the implementors of the under-
 lying RPC programs. It is also a fairly complex system, a detailed description
 of which is beyond the scope of this project.



2.5 Summary


In this section, we have compared the three main methods of inter-process com-
 munication: Message passing, shared memory, and remote procedure call. The
 former two are data-shipping mechanisms. In message passing, data is actively
 transmitted from one process to another by some kind of channel, which may
 be either synchronous or asynchronous. In shared memory, on the other hand,
 the data is stored in a common area accessible to all the relevant processes. The
 main advantage of this approach is speed and the possibility to access data non-
 sequentially. RPC, in contrast, makes use of function shipping - it is designed
 to mimic regular procedure calls as closely as possible, by hiding the network
 communication specic code from the programmer.


To this end, RPC provides platform-independent serialization of data struc-
 tures through use of the XDR standard. The RPCgen code generator facilitates
 RPC programming by partially automating generation of client and server stub
 code. Use of RPCgen is not mandatory, but RPC programming can be complex
 without it. The main requirements placed on the underlying system by RPC are
 the following: A suitable transport protocol must be available. In practice this
 is almost always TCP or UDP. A naming mechanism must also exist, enabling
 the clients to uniquely identify each program and its versions on each server.


This is achieved by querying the portmapper for port numbers associated with


3See section 3.2 for an introduction to cryptographic terminology


4See section 3.1



(21)2.5. Summary 15
(program number, version number) pairs. And the system must have a method
to convert data, so it is able to communicate between dierent setups, e.g. dif-
ferent hardware or operating systems. RPC does this by serializing the data
into a XDR data structure. The steps involved in performing an RPC call are
illustrated in gure 2.2.
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Chapter 3



Secure Communications


This section will rst dene security as the term is used in computing, and then
 give an overview of some of the technologies which are most commonly used to
 build secure communications. First, we will cover classical cryptography, then
 various schemes for naming network resources in a secure way. Finally, we will
 describe various models and mechanisms for access control.



3.1 Security


Traditionally, computer security is divided into three main aspects: Conden-
 tiality, integrity, and availability. Only a system in which all three aspects are
 addressed is dened as a secure system. We will describe each aspect in more
 detail below.


Condentiality means that only authorized parties have access to assets. It
 is also known as secrecy or privacy. It is a very simple and intuitive property
 in theory, but it can be dicult to implement. When an asset is available in a
 readable form, some kind of access control must be in place in order to deter-
 mine which parties have access and which do not. Access control is described in
 more detail in section 3.4. Often it is combined with an authentication model
 in order to identify the user in a manner that cannot be forged by an unautho-
 rized person. An alternative is to make the information unreadable altogether.


This is the main purpose of cryptography, which is described in section 3.2.


This method is widely employed when one wishes to communicate conden-
 tially across an insecure network.


Integrity means that assets cannot be modied by unauthorized parties,
 or modied in unauthorized ways. It can be enforced through many of the
 same mechanisms as condentiality. However, increased care must be taken in
 situations where an outside modication of an asset may go unnoticed. For
 example, even when a packet transmitted across a network is unreadable to
 an unauthorized person because of encryption, he may be able to compromise
 the integrity of the data by changing it in transit. Cryptography also oers a
 solution to this problem in the form of cryptographic hash functions, message
 authentication codes, and digital signatures.


Availability ensures that the system is accessible to the authorized parties at
 the desired times. This means that the system must be as responsive as possible
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(24)in the face of high utilization levels, as well as attempts to overload it through
 large amounts of unauthorized requests. The system must also be robust with
 respect to handling malformed requests and other erroneous conditions. It is
 very dicult to strictly dene guidelines for availability, since it is inherently
 subjective how long a user should be allowed to wait, how much downtime is
 acceptable, and so on. The concept of availability is unfortunately not nearly
 as well understood by security researchers as the two other aspects of security,
 even though many agree that it is becoming increasingly important.



3.2 Cryptography


Cryptography is the practice and study of encoding data so that it can only
 be decoded by individuals in possession of secret knowledge. The process of
 encoding is known as encryption, the reverse process as decryption. A message
 in its normal, readable form, is plaintext, in encrypted form ciphertext. A math-
 ematical function specifying how to encrypt or decrypt is called a cryptographic
 algorithm or cipher. In modern cryptography, the cipher is usually made pub-
 licly available, but is dependent on a user-specic parameter, called the key,
 in addition to the data. This makes it possible to standardize on well-known,
 peer-reviewed ciphers, instead of relying on customized secret algorithms. A
 cipher together with the sets of all possible keys, plaintexts, and ciphertexts is
 known as a cryptosystem.


Cryptanalysis is the study of attacks against cryptosystems. Any system can
 be successfully compromised by an attacker who has the resources to enumerate
 all possible keys, a so-called brute force attack, but such attacks can be made
 prohibitively expensive by choosing a sucient key size. A good cryptosystem
 ensures that more sophisticated attacks are not signicantly more ecient than
 brute force.



3.2.1 Symmetric Cryptography


In a symmetric cipher, the same key is used for both encryption and decryption.


When transmitting a message between two parties, it is therefore necessary to
 agree on a common key, which is kept secret to anyone else. For this reason,
 keys in symmetric systems are often called secret keys.


Symmetric ciphers are mainly classied into two groups: Stream ciphers and
 block ciphers. The former treat the plaintext as a continuous stream of bits,
 which are encrypted one by one, based on some internal state of the algorithm.


A very simple example of a stream cipher is initializing a pseudo-random number
generator with the key as the seed, and xor the output with the plaintext. Block
ciphers, on the other hand, treat the plaintext as a sequence of xed-size blocks,
e.g. of 64 bits or more. In its simplest form, the cipher operates on each such
block independently and statelessly. A disadvantage of this approach is that
any given plaintext block will always encrypt to the same ciphertext block, no
matter what context it appears in. To prevent this problem more advanced
modes of operation have been devised for block ciphers. One such mode is
Cipher Block Chaining (CBC), in which each block of plaintext is xor'ed with
the previous block of ciphertext before it is encrypted. For the rst block, a
randomly generated block of data, called the initialization vector is used. Other
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 examples of modes are Cipher-Feedback (CFB) and Output-Feedback (OFB),
 which eectively transform a block cipher into a stream cipher by using a shift
 register. The register initially contains an initialization vector, and is then
 incrementally lled from one end with small (e.g. 1 byte) segments of ciphertext
 (in CFB) or the key (in OFB). The key is generated by encrypting the contents of
 the shift register, and taking e.g. the leftmost 1 byte. Again the main purpose
 of introducing these modes is to conceal plaintext patterns. CFB and OFB
 can also be a convenient way of yielding the benets of stream ciphers, when
 these are needed, e.g. the ability to encrypt a single character and transmit it
 independently in a secure terminal application. When the naive approach of
 block-by-block encryption is compared to one of these alternative modes, it is
 known as electronic cookbook mode, or ECB.



3.2.2 Asymmetric Cryptography


Asymmetric cryptographic, or public-key cryptography, as it is also known,
 was rst described by Whiteld Die and Martin Hellman in 1976. In an
 asymmetric system, two distinct keys are used for encrypting and decrypting
 a message. The two keys are mathematically related, but it is not feasible to
 obtain one from knowledge of the other. This makes it possible for a person to
 publicly distribute his encryption key, while keeping his decryption key secret,
 thus enabling anyone with access to the encryption key to create a message
 which only he can read, without any need for an exchange of keys. For this
 reason, the encryption and decryption keys are often called public and private
 keys, respectively. However, it is important to note, that even though the owner
 of a public key has no need to keep it secret, an imposter may distribute another
 key in his name, enabling the imposter to read the encrypted messages rather
 than the intended recipient. For this reason, public keys must still be obtained
 from a trusted source over a secure channel. This is one of the major practical
 limitations of asymmetric cryptosystems.


Mathematically, public-key systems rely on trapdoor one-way functions. A
 one-way function is a function for which it is easy to calculate function values,
 but no polynomial-time algorithm exists for calculating the inverse function. A
 trapdoor one-way function has the additional property, that the inverse function
 is easy to calculate given a piece of additional information. This information is
 the private key. The existence of one-way functions is unproven, and proving it
 would imply solving the classicalP =N P problem. Actual public-key systems
 are therefore based on functions conjectured to be trapdoor one-way functions.


Probably the most well-known example is the RSA1 system, which is based
 on the factorization problem. The trapdoor is constructed based on certain
 number-theoretical properties of modular arithmetic, and is easily calculated
 since the prime factors are known. Other examples of conjectured trapdoor
 one-way functions which have been used in cryptosystems are elliptic curves
 and discrete logarithms.


In general, asymmetric cryptosystems are signicantly slower than symmet-
 ric ones, and the key lengths required to achieve comparable levels of security
 are much larger. For these reasons large amounts of data are rarely encrypted
 with a pure asymmetric algorithm. Rather, the asymmetric algorithm is used


1Named after its inventors Ron Rivest, Adi Shamir, and Leonard Adleman



(26)as a means of transporting the symmetric key, which is then used to encrypt the
 data. This combination of the two classes of cryptosystems is called a mixed-
 mode cryptosystem



3.2.3 Cryptographic Hash Functions


A hash function is a function that takes a variable-size input (called the pre-
 image), and generates a xed-size output (called the hash value). Generally,
 hash functions are used in many areas of computer science where a ngerprint
 of data is required. Obviously, the fact that hash functions map an innite
 domain to a nite range, will result in collisions, i.e. the functions are not one-
 to-one. Often this property is undesirable, e.g. it will cause a degradation of
 performance of data structures based on hash functions such as hash tables. In
 spite of this, by simply using a good hash function that distributes the possi-
 ble inputs evenly over the possible outputs, good average performance can be
 achieved.


In cryptographic contexts, it is often desirable to ngerprint data. Applica-
 tions include message checksums that protect the integrity of the message, and
 performance improvements when an expensive operation can be performed on a
 ngerprint rather than an entire message. However, more serious problems than
 the ones mentioned above arise from hash collisions when we use hash functions
 for these purposes: If an attacker is able to manipulate such a system by nding
 collisions, he might be able to substitute one message for another with the same
 ngerprint. For this reason, only hash functions that satisfy certain proper-
 ties are classied as cryptographic hash functions. The following properties are
 generally considered desirable:


Pre-image resistant: Given a hash value, it must be hard to nd any corre-
 sponding pre-image


Second pre-image resistant: Given a pre-image, it must be dicult to nd
 a dierent pre-image with the same hash value


Collision resistant: It must be dicult to nd any two pre-images that share
 the same hash value


This is not an exhaustive list, and none of the requirements are formal. As with
 other cryptographic primitives, hash functions are not provable secure.


When it is desirable that a ngerprint can only be veried by the intended
 recipient, one may add a key to a cryptographic hash function, e.g. by combining
 it with a symmetric block cipher. Such a construction is known as a Message
 Authentication Code or MAC.



3.3 Naming Schemes


As mentioned in section 2, a method of naming servers, programs and procedures
is a prerequisite for an RPC mechanism. We will therefore look at alternative
naming methods in this section. Various technologies exist for creating a binding
between e.g. a network address and a cryptographic key. These help prevent
address spoong attacks, as long as the key is not compromised. We also look
at the method for keeping track of documents used in the Freenet peer-to-peer
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 network, which is a way of generating a ngerprint based on a descriptive string
 and a cryptographic key.



3.3.1 Cryptographically Generated Addresses


Cryptographically Generated Addresses (CGA) originates from Greg O'Shea
 and Michael Roe's Child-proof Authentication for MIPv6 (CAM) protocol [5].


The basic idea is, that a public key is bound to the 64 bit interface identier
 of an IPv6 address. This is done by computing a one-way hash function from
 the public key and using this as the interface identier. The binding between
 the IPv6 address and the public key can then be veried by recomputing the
 hash function, and the host can claim ownership of the IPv6 address by signing
 messages with the corresponding private key.


The host identier is dened as:


HostID=Hash62(P ublic_key)
 The interface identier can also be created from a hash chain:


HN =Hash160(P ublic_keykrandom)
 Hi=Hash160(P ublic_keykHi+1)


HostID=Hash62(H0)


This enables the host to claim ownership of the address without using a sig-
 nature. If a collision of addresses occur both parts reveal theirH1. Since this
 is 160 bits long the chance of a new collision is very slim. If the two values of
 H1 collide the reason most probably is that one of the them learned the value
 from the other. Then they both revealH2 to verify the ownership of the IPv6
 address. If it is nessecary to reveal hash values beyond H2 the host can be
 certain that an attack is occuring.


The Internet Engineering Task Force (IETF) has proposed algorithms for
 CGA generation, verication, and signature [6]. To create a CGA the algorithm
 needs the public key, a 64-bit subnet prex, and a security parameter, Sec. Sec
 is an unsigned integer and is encoded in the three leftmost bits of the CGA. Sec
 determines the CGA's strength against brute force attacks.


Secure Neighbor Discovery (SEND) Protocol


An IPv6 host uses Neighbor Discovery to discover routers and other hosts on
 the link, and to maintain reachability info.


The Internet Engineering Task Force (IETF) has for some time tried to
secure neighbor discovery in IPv6 without using IPsec, since no methods for
using IPsec without manual keying exist today, and one of the goals of neighbor
discovery is to achieve security without manual conguration. As described
in [7] and [8] CGA can be used to secure neighbor discovery. If the neighbor
discovery messages are signed by the key corresponding to the CGA which the
message came from, the receiver can be certain that neighbor advertisements
and neighbor detection messages are authentic.
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3.3.2 Address Based Keys


Address Based Keys (ABK) is a cryptographic technique where a node's public
 and private keys are generated from its IPv6 address. ABK is based on a
 technique called identity-based cryptosystems, which was rst introduced by
 Shamir [10] in 1984. Shamir wanted to remove the need for key directories
 and certicates from public key cryptosystems by using the receivers identity
 as the public key. Schemes for identity-based signatures and key agreement
 protocols quickly followed, but it was not until 2001 that a secure and ecient
 identity-based encryption scheme was proposed by Boneh and Franklin [11].


Identity Based Cryptosystems


An Identity Based Encryption (IBE) scheme is a public key encryption scheme
 where the public key can be any string, which uniquely identies the user and is
 readily available to the other part. This could be an email address, a telephone
 number, a social security number, a net address, or any combination of these.


A user chooses a public key and sends this to a trusted third part, which
 is called Identity-based Private Key Generator (IPKG) and then receives his
 private key over a secure channel. The IPKG generates the private key from
 the public key, some publicly known parameters and a master key, which is only
 known to the IPKG. The publicly known parameters are generated from some
 chosen constants and the secret master key. Besides being used in the genera-
 tion of the private keys, these are used by the users to perform cryptographic
 operations.


Since the public key can be any string, a user can choose a string which
 identies the person he wants to send an encrypted message to, i.e. Bob wants
 to send an encrypted email to Alice, he then encrypts the message with Alice's
 email address and sends the mail to Alice. Alice will then send her email address
 to the IPKG and receive the appropriate private key. Alice is then able to read
 the message.


In a public key encryption scheme there is an expiration date included in
 the certicates. This can be incorporated into IBE by including the date in the
 public key, i.e. one system could use the email address concatenated with the
 current month and year as public keys. This will ensure that the users change
 their keys every month.


Key escrow is built into the system, since the IPKG can recreate a users
 private key if it knows the master key and public parameters which was used to
 create the private key. The master key may be distributed among several IPKGs
 by using threshold cryptography, to ensure that one IPKG cannot impersonate
 or snoop messages from a user, for which it generated a private key.


Using ABK to Secure IPv6 Neighbor Discovery


ABKs use part of an IPv6 address as the public key. A host would use its 64
bit interface identier as public key, and a router would use its 64 bit subnet
prex. It has been proposed that ABKs are used to secure IPv6 Neighbor and
Router Discovery[12], so that router advertisements are signed by the router
and neighbor advertisements are signed by the host. This would remove the key
management problems in IPSec.
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 Another proposal is to use ABK for router discovery and cryptographically
 generated addresses (CGA) for neighbor discovery[7]. The advantage of using
 CGA to do neighbor discovery is that it does not require any trusted third part.



3.3.3 Freenet


Freenet is a distributed data storage system, where the identity of the submitter
 and the reader of data is protected. It has a peer-to-peer architecture, where
 every user provides a node, where he provides some data storage for the system.


When a user commits or requests some data, the data is sent through a
 chain of nodes. Each node can only see its immediate neighbors, and has no
 way of knowing whether the node, from which it receives a request or insert
 message, is the originator of this message or whether it is only forwarding the
 message from another node. This is to ensure that a malicious node cannot
 obtain information about the submitter of the request or the holder of data.


Each message has a hops-to-live value which indicates how long the request will
 travel before it returns if the le is not located.


Each le is assigned a global unique identier (GUID) key. These are cal-
 culated using SHA-1. Each le is submitted together with its GUID key, and
 these are used to locate les. Each node has a routing table which associates
 GUID keys with nodes. Each request contains the GUID key for the wanted
 le. When a node receives a request, it rst checks its own datastore for the
 le. If it is not found, it nds the key in its routing table which most resembles
 the requested key, and forwards the request to the corresponding node. If the
 node locates the le in its own datastore, it returns the le to the node, from
 which it received the request, which then passes it on to the next node in the
 chain and so on, until the le reaches the origin of the request. In this chain
 each node inserts the GUID key and the holder of data into its routing table,
 and may choose to alter the reply message to point to itself as the data holder.


A node may also choose to store the le in its own datastore. To insert a le
 an insert message containing the GUID key is sent. When an insert message is
 received the node checks if it already has the key. If this is the case, it returns
 an error message together with the le already associated with the key, just like
 it would do, if it received a request for the key. This means that malicious users,
 who try to insert corrupted les under existing GUID keys, only help spreading
 the original le. If the GUID key is not found before hops-to-live reaches zero
 an all-clear message is sent back to the submitter, who then sends the le along
 the chain, just as if it was a reply to a request.


There are two main types of GUID keys in Freenet; Content-Hash Keys,
CHK, and Signed-Subspace Keys, SSK. A CHK is generated by hashing the
content of the le, and is used to store les in Freenet, while SSKs are used to
store pointers to CHKs and to ensure the authenticity of the le's submitter. An
SSK allows a user to set up a personal namespace, that only the user can write
to but everybody can read from. An SSK is created by generating a random
public/private key pair. New les are then added to the namespace by choosing
a descriptive text string for the le, calculating the hash value of this string
and concatenating it with the hash value of the private key, and hashing the
outcome of this to produce the le key. These two kinds of keys are often used
in unison to provide versionable les. To update a le the owner rst inserts
the le under its CHK and then updates the SSK to point to this new version.



(30)This means that the newest version of the le will always be available by the
 SSK, while a user can gain access to older versions by their CHKs.


Freenet supports a third kind of key called Keyword-Signed Key. The user
 chooses a short descriptive text string which is used to deterministically generate
 a public/private key pair. The public key is hashed to produce the le key. KSKs
 are rarely used, since they form a at global namespace, so nothing prevents
 two users from choosing the same key.



3.4 Access Control


Access control is a method of restricting access to objects to authorized subjects.


Objects are dened as the resources or information in a system. For example,
 an object could be a data le, a printer or a process. Subjects are the active
 entities that can cause information to ow between objects. For example, this
 could be a process or a user. In this section we will describe dierent kinds of
 access control models and some implementations of access control.



3.4.1 Access Control Models


Access control has traditionally been divided into two models; discretionary
 access control and mandatory access control, but in the last couple of decades
 a new model has evolved: Role based access control. We will describe these
 models here with emphasis on role based access control.


Discretionary Access Control (DAC)


In DAC, access is based on the identity of subjects and/or groups to which they
 belong. It is discretionary in the sense that a subject may pass access rights on
 to other subjects. In some systems it is only specic subjects who are able to
 pass on access rights to an object (e.g. the owner of this object).


In DAC, access rights can either be assigned to an object (like access control
 lists) or a subject (like capabilities). That is, an object can have a set of per-
 missions associated, which grant access rights to subjects. These permissions
 specify which subjects have access and what kind of operations the subject can
 perform on the object (e.g. read, write, execute). Alternatively, each subject
 can have a set of permissions, which gives access to dierent objects.


Mandatory Access Control (MAC)


MAC is based on security labels: Each object and subject is assigned a label.


When a user tries to access data the MAC policy compares the label of the user
 with the label of the data. The user is denied access unless the MAC security
 checks are passed. Users are unable to grant or remove access to data, hence the
 name mandatory. Only a core of security administrators are able to set and
 alter access security labels. Labels are often assigned descriptive names such as
 top secret or condential.


Labels are assigned to objects based on the sensitivity of the information
they possess. Each subject is assigned clearance that sets the upper and lower
bound of a set of security labels, which the subject can access, these are set
according to the job responsibility of the subject.
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 MAC enforces write up/read down rules, that is, users are only able to read
 data on their own or a lower security level, and it is not possibly to write data
 into the les of a lower security level. This is to ensure that top secret data is
 not written to a le with a label of secret. It is only possible to create les on
 the security levels which are accessible to the user.


Role Based Access Control (RBAC)


The management of permission and restriction in multi user systems can become
 quite extensive when the number of users increase. Role Based Access Control
 (RBAC) is one way of reducing the cost of security management. In many
 organizations it is natural that each employees security level is specied by that
 persons job function. E.g. in a hospital system, the doctor role would be
 granted access to write prescriptions, whereas the nurse role would not.


With roles the access control policy is more stable, since the activities and
 functions of an organization change less frequently than those of a single user.


Therefore, the access control policy for a single role is seldom changed, while
 every time an employee changes job function the security administrator only
 needs to assign the employee to the new role and remove him from the old one.


RBAC has its roots in the concept of user groups as seen in UNIX and
 other operating systems, where access to les and directories can be given to
 a group of users. Here an owner of a sub-tree in the lesystem can give any
 group permissions to this subtree. So permissions are associated with each le
 and directory, and to determine all the permissions of a specic group one has
 to traverse the entire lesystem tree. In RBAC each role is a set of users and a
 set of permissions, and the role associates these two sets with each other. This
 describes one characteristic of RBAC: It shall be approximately equally easy to
 determine the members of a role and permissions assigned to a role.


Throughout the last decade many dierent variants of RBAC have been de-
 scribed. In the proposed standard from NIST [13] Core RBAC is the fundamen-
 tal aspects which are required to achieve a RBAC system. The fundamentals
 in RBAC are the relationships between users, roles, and permissions: Users are
 members of roles, permissions are assigned to roles, and users obtain permissions
 by belonging to roles. The two relationships user-role and role-permission are
 many-to-many, that is, each user can belong to several roles and each role can
 have multiple users, and similar with permissions. Core RBAC also requires
 that it is possible to determine the members of a specic role, and the roles
 which a specic user is member of. Core RBAC can be extended to include
 other aspects such as hierarchical roles or separation of duty, both are described
 in [13].


Core RBAC can be implemented both as MAC and DAC, or it can coexist
 with an implementation of either one.



3.4.2 Access Control Mechanisms


We will now continue by looking at some of the implementations that have been
used to realize the models described above. In particular, the Cryptographic
Access Control paradigm will be described.
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A common way to control permissions is by using ACLs. They are used in many
 of the most popular operating systems to control access to the lesystem, and
 in rewalls to lter IP addresses.


In a le system or similar systems each object has an associated ACL. These
 ACLs determine which access rights the users of the system have. Since the
 management of a system with an extensive amount of objects is overwhelming,
 ACLs are implemented according to the DAC model. In this way, the manage-
 ment of the ACL associated to a specic object is the responsibility of the owner
 of this object.


For each user or group which is permitted or denied access to an object,
 an entry is made into the corresponding ACL. These are called Access Control
 Entries, ACE. When a user or process tries to access an object, the system
 runs through all the ACEs for this object until one of them states, that the
 subject is either permitted or denied access. If no ACE regarding this subject
 is found access is denied. Usual negative ACE's, those that deny access, takes
 precedence over positive ACEs, those that permit access. That is if a group A
 needs access to a particular le but a subgroup of A called B does not, the rst
 ACE would state that members of B are denied access, and the second would
 state that members of A is granted access.


Capabilities


With ACLs we have a list for each object stating which access rights each
 subject has. For capabilities each subject has a set of access rights to objects.


Capabilities can be seen as tickets, since a subject shows that it has the correct
 access rights, when it tries to access an object. Basically a capability is a pair
 (x,r) where x is an object, and r is the access rights this capability grants to that
 particular object. Since no info about the subject is given in the capability, these
 must be unforgeable. Otherwise a user would be able to grant access to everyone.


If it is practical to allow users to pass on capabilities, a special capability which
 allows users to grant access rights to other subject can be granted to these users.


The set of capabilities owned by a subject denes a domain. This domain
 is the collection of objects for which the subject has access rights. When the
 subject calls a procedure, this procedure also has its own domain and it may
 have access to some objects not accessible by the calling subject, the subject
 may also pass some of its own access rights along to the procedure.


Cryptographic Access Control (CAC)


The growing need to share and access data across large networks, where the user
 has to rely on third part elements, over which they have no inuence, increases
 the need for eective security systems.


Cryptographic Access Control is one solution to this problem. The basic
idea is to encrypt all data, and only users who knows the right cryptographic
keys are able to read or write the data. This allows users to send data across
an untrusted network or store it on a public server, without worrying about
the condentiality of the data. If a distinction between read and write access is
required, one can use an asymmetric cryptosystem, where the encryption key is
used to grant write access and the decryption key is used to grant read access.
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 Since only the clients know the encryption and decryption keys, the conden-
 tiality of the data is preserved even though the data is sent across an untrusted
 network or the server on which it is stored is compromised. So even though a
 malicious person can easily gain access to the the data, he is not able to read or
 write the data, because he does not have the right keys. Also, by using digital
 signatures, the integrity of the data can be ensured.


CAC is suitable to be used in a large distributed network, where other forms
 of access control are too centralized to keep an overview of the current access
 control state in a distributed system. Most access control mechanics rely on
 a reference monitor in order to grant access. Since the actual verication of
 access needs to be done on the server that manages the desired object, this
 is too centralized to work in a distributed system. For a distributed reference
 monitor to work, it needs to have a synchronization system which at all times
 can ensure, that it has a consistent overview of the access control state, this is
 theoretically impossible, because one cannot ensure that failures will not occur
 in the system. This is true for ACL and capabilities, where a reference monitor
 is needed to check whether or not a client, who tries to obtain access to an object
 is allowed so according to that objects ACL, and likewise a reference monitor is
 needed to check a clients capabilities. In CAC a client is always allowed access,
 but is only able to read or write the data if he has the right keys.


CAC in a Distributed File System


In [14], Anthony Harrington and Christian Jensen described and implemented
 a distributed le system which uses cryptographic access control. They propose
 to use a mixture of symmetric and asymmetric cryptography to ensure con-
 dentiality and integrity of the data, and a log system to preserve the availability
 of the data. All data is encrypted with the symmetric key, which is distributed
 to all users of the system. The introduction of symmetric cryptography speeds
 up the process of encrypting and decrypting the les, since it is several orders
 of magnitude faster than asymmetric cryptography. A public/private key pair
 is used to cryptographically sign all les in order to preserve the integrity of
 the les and distinguish between read and write access. A user who needs read
 access is given the symmetric key and the decryption key, and he is then able to
 ensure the integrity by verifying the digital signature. A user who needs write
 access is given the symmetric key and the encryption key.


The server is also given the decryption key in order to verify that a user,
 who wants to write some modication to a le, has the needed rights to do so.


If the digital signature cannot be veried with the decryption key, the server
 dismisses the write request from the user.


CAC in Peer-to-Peer Networks


Another application of cryptographic access control was developed by Søren
Hjarlvig and Jesper Kampfeldt in [15]. By associating key triples (a symmetric
key and a matching pair of asymmetric keys) to the les and users in a Peer-to-
Peer lesharing network, it is possible to store les in the network that are only
readable and writable to a selected group of users. The integrity of the les is
also protected, and a version history is created to keep track of changes to a
particular le. Group management is possible by distributing key rings between
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3.5 Summary


In this section, we have looked at some of the technologies that will be needed
 to build a secure version of RPC based on Cryptographic Access Control.


Cryptographic algorithms can be used to protect the condentiality of mes-
 sages. Symmetric algorithms require a pair of communicating users to share
 a secret key, whereas asymmetric systems allow a user to distribute his public
 key to anyone, enabling them to construct messages only readable by the owner
 of the corresponding private key. Cryptographic hash functions are useful for
 securely ngerprinting data, and protecting data integrity.


We have also looked at two schemes for binding a cryptographic key to a
 network address. In the Freenet peer-to-peer network, hashing of descriptive
 names is used to identify documents.


Access control can be used to restrict access to objects. Several models are
 used to describe access control schemes: In DAC, permissions are assigned to
 each object. These can be modied by the owner of the object, which can be
 problematic. In MAC, only security administrators may modify access control
 information, which is in the form of labels, a range of ordered security levels, e.g.


going from top secret to unclassied. A subject is only able to read objects with
 a lower (or identical) label, and write objects with a higher (or identical) label.


In RBAC, subjects are assigned membership to a set of roles, which may be
 hierarchical. Permissions are assigned to roles, rather than directly to subjects.


Access control is most often implemented in operating systems through ac-
cess control lists. Each list contains the permissions for a given object. Access
to modifying the list is often left to the users themselves, making ACL's an
implementation of the DAC model. Capabilities are instead centered around
the set of rights that a given subject has. The individual capability object is
a form of secure ticket, which the user cannot manipulate. Possession of the
capability is therefore proof of the permissions listed in the capability. Crypto-
graphic access control is a method where a permission is proven by possession of
a cryptographic key. All messages in the system are encrypted, and requests are
only accepted if they decrypt meaningfully, proving that the subject possesses
the proper key.
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