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                    always be ensured that the receiving end has buffer capacity to store the
 flit, before it is sent of from the sending end. This is assured by the join
 elements joining thesync handshake channel from the sending end with the
 sync handshake channel from the receiving end. When a request signal is
 present from bothsync handshake channels, this virtual channel can engage
 in the arbitration for the physical channel. The arbiter ensures that only
 one channel is selected and outputs the selection as a 1-of-N encoded signal
 which is forked to the multiplexers in the sending end and the demultiplexer
 in the receiving end. The multiplexer select the correct data value and passes
 it on to the 1-of-4 encoder.


The receiving end has two delay insensitive signals as input from the
 sender; the 1-of-4 encoded data and the 1-of-N encoded virtual channel select
 signal. The data is decoded back to bundled data and the demultiplexer
 forwards the data to the correct virtual channel. When the output buffer
 has accepted the data it will take down the request signal, which will send
 back acknowledge on the data channel and initiate the return to zero cycle.


The acknowledge signal in each of thesynchandshake channels from the
 receiving end is redundant, since acknowledgment of the synchronization is
 carried implicit in the sel handshake signal. Therefore the actual circuit
 implementation has been optimized to remove these redundancies and this
 reduces the number of link-wires by N. Each physical channel will have two
 wires per bit in the data-path, two wires for each virtual channel and a single
 wire for the acknowledge on thesel handshake channel.


Just as imp. 1, this implementation includes link wires in the handshake
 cycle. When the latency in these wires increase in future technologies, this
 will result in long cycle times, and a large part of the circuit being inactive
 most of the time. The last design proposal will solve these problems.



4.5 Virtual-channels with Pipelined Data-path


The last design strategy is to use pipelining to improve throughput and circuit
 utilization on a link with multiplexed data-path. The concept is illustrated
 in Figure 4.17. When referring to this design we will call it Implementation
 3 or imp. 3.


In multiprocessor networks it is not possible to pipeline the network links
since they are just plain cables, but in a on-chip network, link wires are
routed on top of silicon which easily can be used for pipeline buffers. A
prerequisite for gaining performance through pipelining is that the delay
in the pipeline latches them selves remains small compared to the delay in
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Figure 4.17: Link implementation with multiplexed and pipelined datapath.


the wires/combinatorial logic which is between the latches. Otherwise the
 penalty in latency and power consumption will overrule the advances of an
 increased throughput. Technology scaling is constantly increasing delay of
 global wires relative to gate delays and therefore wire pipelining will be more
 and more feasible in the future. A minimum sized corner-to-corner wire
 in 50nm technology is expected to require 138 repeaters for optimal delay,
 whereas the 180nmtechnology used here only requires 22[33].


Figure 4.17 hide the fact that input and output ports of a virtual channel
 must be synchronized before a transfer is started, to prevent the link from
 being blocked. A synchronization channel (without pipelining) for each 
 vir-tual channel will make this assurance. Figure 4.18 show the structure of the
 circuit in a link with two virtual channels. As in the first implementation, a
 passivator is used to connect the push and the pull side of the circuit. 
 There-fore broad data-validity is required at the link input. Each virtual channel
 also has afork and a joincomponent which splits data from synchronization
 in the sending end, and merges them back together in the receiving end. The
 fork transfers the data-valid scheme from its input to its output, and 
 there-fore the input to the funnel component is early. Even though the output
 from the horn component is extended early as we will see shortly, the join
 will degrade data-validity at the link output toearly[28].


By pipelining the datahandshake channel it is possible to merge several
 virtual channels onto the same physical channel and let them share the 
 in-creased bandwidth. The funnel and the horn components are responsible
 merging and branching thedatahandshake channels, and Figure 4.19 shows
 the internals of these components for a link instance with 4 virtual channels.


The construct is similar to the FLEETzero switching network presented in
[7]. This Funnel-Horn network does however not make any switching, since
flits are expected to arrive at the same handshake channel as they are inserted
to.
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Figure 4.18: Link implementation using a pipelined data-path to increase
 overall throughput.


In the funnel, all input handshake channels are merged to a single 
 hand-shake channel using a binary tree structure. At each level of the tree, two
 extra wires are added to the data-path, and these wires tell from which
 subtree(left or right) the flit originated from. This information is dual-rail
 encoded all the way from the merge to the branch module, but in the 
 fun-nel and horn latches these select wires are treated as bundled data to avoid
 completion detection. The merge element must be arbitrating since thedata
 handshake channels coming from different virtual channels are not mutual
 exclusive. Each merge element is constructed from the pull arbiter in 4.9
 and a combinatorial multiplexer. In the horn which is placed in the 
 receiv-ing end, a similar tree of branch elements will guide the flit to the correct
 output port based on the extra data added in the funnel. The branch 
 ele-ment is constructed from the pull branch in Figure 4.10 and a combinatorial
 demultiplexer.


In a pipelined circuit it is the “slowest” stage that will determine the
 performance of the whole circuit, and therefore the funnel and the horn 
 com-ponents has pipeline latches inserted at each level in the tree. The physical
 link is pipelined using the latch described in Section 3.6.3, whereas the 
 fun-nel and the horn are pipelined using a bundled-data latch which is shown in
 Figure 4.20.


The latch controller used inside the funnel and the horn is the simple
latch controller shown in Figure 4.21. This latch controller has a tight 
cou-pling between input and output side which means that there is unnecessary
dependencies between the handshakes on the input and the output. These
dependencies will break the merging mechanisms described above, because a
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Figure 4.19: Funnel and horn structure with four virtual channels.
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Figure 4.20: A bundled-data latch as used in the funnel and the horn.
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Figure 4.21: A simple latch controler.
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Figure 4.22: Latch controller for the decoupling latch at input to the funnel.


virtual channel will not release the physical channel before the RTZ part of
 the synchronization channel has started, which will not happen before the flit
 has been transfered to the other end of the link. Therefore a latch which is
 able to decouple the handshake on the output port is inserted at each input
 in the funnel component. A latch controller with these capabilities is 
 pre-sented in [17]. Small adjustments has been made to fit it into a pull channel,
 and the resulting STG is depicted in 4.22. The STG presented in [17] has
 explicit added a internal variable to ensure complete state coding(CSC)[9],
 whereas the STG in Figure 4.22 rely on Petrify to solve the CSC-conflict.


As seen in the STG in Figure 4.22, the decouple latch assumesearly on its
 input and produces early on its output. The merge and branch component
 will produce early on the output when early is provided at the input. The


“simple” latch assumes early on the input but produces extended early on
 its output[28]. This ensures that data-validity is correct at the input of the
 1-of-4 encoder.


The flow control offered by the funnel-horn construct is a form of round
robin. If all channels are eager to transmit, they will share the link bandwidth
equally. This is caused by the tree structure of the arbiter circuits, and the
fact the arbiter will alternate between the inputs if both are eager. These
properties of the of the funnel-horn can be used to differentiate the service
guarantees on the channels. By making the tree unbalanced, some channels
connected closer to the root of the tree will obtain a larger share of the link
bandwidth. The concept is illustrated in Figure 4.23 where one channel is
guaranteed half the link bandwidth, one channel is guaranteed 14 and the last
two are guaranteed 18. Any of the channels can however obtain a larger part
of the bandwidth than it is guaranteed, if other channels are not using their
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Figure 4.23: Funnel and horn in an unbalanced tree structure.


share. Therefore this form of guaranteed service will suffer from more jitter
 than guaranteed service based on time-slot reservations. An upper limit for
 throughput on a single channel will however be imposed by thesyncchannel.


The physical channel will have two wires for each bit in the data-path,
 two wires for each virtual channel, 2× log2(N) wires for virtual channel
 identification and a single wire for acknowledge in the pipeline.


This implementation has the disadvantage that it only improves 
 aggre-gated throughput of the link and not the throughput of a single channel.


This is a limitation caused by the decision to leave output buffers out of the
link implementations, but it will not prevent us from estimating performance
of an implementation without this disadvantage. We will come back to this
in Section 5.7.



Chapter 5



Results and Discussion


This chapter will present performance and cost measurements for the link
 implementations presented in previous chapter.


All measurements are based on simulation of the link implementations
 with back-annotated pre-layout timing information. Each simulation trial
 consists of 1000 flit transfers on each eager channel. There has been 
 con-ducted experiments with larger simulation datasets, but the changes in 
 re-sults were insignificant, and larger datasets made it infeasible to perform
 simulations within reasonable time. Flit payload data is random in all 
 sim-ulations except dynamic power measurements which is also performed with
 all-zero payload.


The variable parameter(number of channels, number of repeaters, 
 flit-width) in the simulation trials is using powers of 2 to be able to cover a larger
 interval without excessive amount of simulation. Also, implementation 2 and
 3 only supports channel counts which are a power of 2, because of recursive
 definitions of binary tree-structures.



5.1 A sample on-chip network


To put the area and power measurements into perspective a sample NoC will
 be presented here. The sample NoC is purely imaginative, but the design
 decisions for the network will be based on the motivations presented in 
 Chap-ter 2, or by using decisions for similar sample network presented by others.


We will assume that basic structure is similar to the example presented in
 [15]. The NoC system have 16 modules connected by a folded torus 
 net-work as shown in Figure 5.1. All links in the netnet-work are bidirectional but
 communication in each direction is unrelated and therefore one bidirectional
 link can be looked upon as two unidirectional links. The total number of
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Die


Network Node


Network Link
 SoC Module


Figure 5.1: A NoC sample.


unidirectional links is 64. As seen in the figure, a folded torus topology will
 result in varying link-lengths when laid out in 2D. The length of the longest
 links in a folded torus network can be calculated as:


2× S


√N


where N is the number of nodes in the network and S is the length of the
 die side. The long links can use scaled-up wires if uniform delays in all links
 is important. The longest links in this sample NoC will bee half the length
 of a die side.


We assume that the sample network system is using the 0.18µm VLSI
 design platform HCMOS8[30], which is the platform used in the link 
 im-plementations. This platform is nearly five years old and already has two
 successors, HCMOS9 which is a 0.13µm technology and COMS090 which is
 a 90nm technology, and therefore the sample NoC will only be used as a 
 ref-erence point for projecting performance and cost in contemporary or future
 technologies.


It is hard to predict module size for future SoC design, and the optimal
size will probably be very dependent on the application system. For the
sample NoC we will assume a module size of 500K gates. The HCMOS8D
has an average gate density of 85K/mm2, so with the assumption of 500K
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