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Abstract


A concurrent version of a nite-state automaton is a set of pro-
 cesses that cooperate in processing letters of the input. Each letter
 read prompts some of the processes to synchronize and decide on a
 joint move according to a non-deterministic transition relation. Such
 automata are known as asynchronous automata.


The question whether these automata can be determinized while
 retaining the synchronization structure has already been answered in
 the positive, but indirectly, by means of sophisticated algebraic tech-
 niques.


In this paper we present an elementary proof, which generalizes the
 classic subset construction for nite-state automata. The proof uses
 in an essential way an earlier nite-state construction by Mukund and
 Sohoni for maintaining each process's latest knowledge about other
 processes.


Our construction is only double-exponential and thus is the rst
 to essentially match the lower bound.


Computer Science Department, Aarhus University, Ny Munkegade, DK 8000 Aarhus
 C, Denmark E-mail:klarlund@daimi.aau.dk


ySchool of Mathematics, SPIC Science Foundation, 92 G N Chetty Road, T
 Nagar, Madras 600 017, India Email:fmadhavan,sohonig@ssf.ernet.in This report
 aIso appears as Report TCS-93-5, School of Mathematics, SPIC Science
 Foundation, Madras, India (1993).


1



(2)In conjunction with earlier results of Ochmanski and Pighizzini,
 our construction provides a new (and in a sense \classical" ) proof of
 Zielonka's theorem that every recognizable trace language is accepted
 by a deterministic asynchronous automaton whose structure precisely
 captures the independence relation of the given trace alphabet.
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(3)
Introduction


Asynchronous automata were introduced by Zielonka as a natural general-
 ization of nite-state automata for concurrent systems [
?
]. An asynchronous
 automaton consists of a set of components, or processes, which periodically
 synchronize to process their input. Each letter a in the alphabet is associ-
 ated with a subset (a) of processes. The processes in (a) synchronize on
 reading a and jointly decide on a move. The processes outside (a) remain
 unchanged during this move|in fact, they are oblivious to the occurrence of
 a. A distributed alphabet of this type gives rise to an independence relation
 I between letters: (a;b)2I i(a)\(b) =;. Thusaandbare independent
 when processed by disjoint sets of components.

An alphabet with an independence relation is also called a concurrent
 alphabet. This notion was introduced by Mazurkiewicz as a technique for
 studying concurrent systems from the viewpoint of formal language theory
 [
?
]. Given a concurrent alphabet (P;);I induces a natural equivalence
 relationonP: two wordswandw0 are related byiw0 can be obtained
 from w by a sequence of permutations of adjacent independent letters. The
 equivalence class [w] containing w is called a trace.

A languageLPis said to be a trace languaye ifLis closed under|
 i.e., for each w2 P, w is in L i every word in [w] is L. A trace language
 is recognizable if it is accepted by a conventional nite state automaton.


However, since conventional automata are sequential, it is quite awk-
 ward to precisely characterize the class of automata which recognize trace
 languages. Asynchronous automata, on the other hand, are natural ma-
 chines for recognizing these languages. If we distributePin such a way that
 the induced independence relation is precisely I, we are guaranteed that the
 language accepted by the automaton is closed under .


Despite this simple connection, it is hard to prove that the class of
 languages accepted by asynchronous automata coincides with the class of
 recognizable trace languages. This result was rst established by Zielonka
 [
?
]. Given a conventional nite automaton recognizing a trace language over
 (P;I), he showed how to construct directly a deterministic asynchronous au-
 tomaton over a distributed alphabet (P;) recognizing the same language,
 such that the independence relation induced by  is precisely I. The proof
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(4)involves combinatorics over partially commutative monoids and is quite dif-
 cult to grasp. A comprehensive survey of the theory of recognizable trace
 languages can be found in [
?
].


Contributions of this paper


In this paper, we generalize the classic subset construction of Rabin and
 Scott in order to obtain a direct procedure for determinizing an asynchronous
 automaton U. To our knowledge, this construction is the rst that involves
 only a double-exponential blow-up in the size of the state spaces. We also
 show that this bound is essentially optimal.


The only other known way to determinize a non-deterministic asyn-
 chronous automaton U is to view it as a normal non-deterministic automa-
 ton at the level of \global states" and then apply Zielonka's construction to
 obtain a deterministic asynchronous automaton.


Our construction is the last piece needed for a \classical" proof of Zielonka's
 theorem that recognizable trace languages coincide with the languages ac-
 cepted by (deterministic) asynchronous automata. Even before Zielonka's
 result, Ochmanski had dened a class of rational expressions that precisely
 generate recognizable trace languages [
?
]. Ochmanski's characterization is
 eective | in particular, given a nite automaton recognizing a trace lan-
 guage we can construct a rational expression for the language. Recently,
 Pighizzini has shown how to construct, inductively, a non-deterministic au-
 tomaton U(E) for any (Ochmanski)-rational expression E such that U(E)
 accepts exactly the rational subset of P associated withE [?
]. Further, the
 size ofU(E) is polynomial in the length ofE. Given our construction, we can
 now convert U(E) into a deterministic asynchronous automaton B(E) which
 also accepts the same set. This proof of Zielonka's theorem is analogous to
 the \textbook" proof that sets dened by regular expressions coincide with
 sets recognized by deterministic nite state automata [?
].

The paper is organized as follows. We begin by describing asynchronous
 automata and xing some notation that we use in the paper. Then, we
 describe the distinction between local and global views of a word over a
 distributed alphabet. In Section 3 we dene local runs and show how to
 characterize global runs of asynchronous automata as special products of
 local runs. The rest of the paper is devoted to showing how to maintain
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(5)nite sets of local runs which retain all the necessary information about global
 runs. The crucial notion is that of a frontier, dened in Section 4. Section 5
 introduces primary and secondary events, which between them subsume the
 frontiers. The \gossip automaton" of [
?
], which locally updates primary and
 secondary information is described in the next section. All these notions are
 nally put together in Section 7 which presents the overall determinization
 construction. In Section 8 we analyze the complexity of our construction and
 provide a simple lower bound.


1 Preliminaries



Distributed alphabet
 Let P be a nite set of processes. A distributed
 alphabet is a pair (P;) where P is a nite set of actions and  : P ! 2P
 assigns a set of processes to each a2P.


State spaces
 With each process p, we associate a nite set of states
 denoted Vp. Each state in Vp is called a local state. For P  P, we use VP

to denote the product Qp2PVp. An element ~v of VP is called a P-state. A


P-state is also called a global state. Given ~v 2 VP, and P0 P, we use~vP0,
 to denote the projection of ~v onto VP0. Also, ~vP0, abbreviates ~vPnP0. For a
 singleton p 2 P, we write ~vp rather than ~vfpg. For a 2 P,, we write Va to
 mean V(a) and Va to mean V(a). Similarly, if~v 2VP, we write~va, to denote


~v(a) and ~va to denote ~v(a).



Asynchronous automaton
 An asynchronous automaton U over (P;)
 is of the form

(fVpgp2P;f!aga2P;VO;VF)


where !a VaVa is the local transition relation for a, and VO;VF  VP
 are sets of initial and nal global states. Intuitively, each !a, species
 how the process (a) that meet on a may decide on a joint move. Other
 processes do not change their state. Thus we dene the global transition
 relation )VPPVP by~v )a ~v0 if ~va!a~va0 and~va !~va0.


U is called deterministic if the transition relation ofU is a function from
 VPP toVP and if the set of initial statesVO is a singleton.
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(6)
Runs
 Let u 2 P be of length of m. It is convenient to think of u
 as a function u : [1:::m] ! P, where for natural numbers i < j;[i:::j]
 abbreviates the set fi;i+ 1;:::;jg.

A (global) run of U on u is a function  : [0:::m] ! VP such that
 (0)2V0 and for i2[1:::m];(i,1)u)(i)(i).


The word u is accepted by U if there is a run  of U on u such that
 (m) 2 VF. L(U), the language accepted by U, is the set of words u ac-
 cepted by U.



The problem
 Given a non-deterministic asynchronous automatonU over
 (P;), we shall construct a deterministic asynchronous automaton B over
 (P;), such that L(U) =L(B).


2 Local and global views



Events
 Given u: [1::m]!P, we associate a set of events Xu. Each event
 x is of the form (i;u(i)), where i 2 [1::m]. In addition, we dene an initial
 event denoted 0. The initial event marks the beginning when all processes
 synchronize and agree on an initial global state. Usually, we will write X
 for Xu. We write p 2 x to denote that p 2 (u(i)) when x = (i;u(i)); for
 x = 0, we dene p 2x to hold for allp2 P. If p2x, then we say that x is
 a p-event.

Ifx= (i;a) is an event, then we may usexinstead of ain abbreviations
 such as Vx, which stands forVa, i.e., V(a)



EXAMPLE
: Consider the word u = abcd over the alphabet
 (P;) for P = fp;q;r;sg, where P = fa;b;c;dg and (a) =

fp;qg;(b) = fq;r;sg;(c) = fr;sg, and (d) = fp;qg. The set


Xu of events is then


fx0;x1;x2;x3;x4g=f0;(1;a);(2;b);(3;c);(4;d)g



Ordering relations on
 X A worduimposes a total order on events:

dene x < y if x 6= y and either x = 0 or x = (i;u(i)); y = (j;u(j)), and
6



(7)Figure 1: An example


i < j. We write x  y if x =y or x < y. Moreover, each process p orders
 the events in which it participates: dene /p to be the strict ordering


x /py if x < y;p2x\y and for allx < z < y; p =2z.


The set of all p-events in X is totally ordered by /p, the reexive, transitive
 closure of /p.


Dene x < y if for some p; x /p y and x v y if x = y or x < y. The
 causality relation v is the transitive closure of v. Ifxv ythen we say that
 x is below y. Note that 0 is below any event. The set of events below x is
 denoted x#. These represent the only synchronizations inX that may have
 aected the state of the processes in xwhen xoccurs. The neighbourhood of
 x; nbd(x), consists ofxtogether with all its \<-predecessors" |i.e.,nbd(x) =


fxg[fyjy<xg.



EXAMPLE
: Continuing our example, in Figure 1 an arrow
 has been drawn between each pair of events related by <; the
 vertical dashed lines further partition these arrows into /p;/q;/r

and /s. For example, x0/p x1 holds, but x0 /rx1 does not hold.


x4 #, the x4-cone, is the set fx0;x1;x2;x4g and x3 #, the x3-
 cone, is fx0;x1;x2;x3g. Thus x3 # [ x4 #= X. nbd(x4), the
 neighbourhood of x4, is fx1;x2;x4g.
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(8)
Ideals
 A set of events I  X is called an ideal if I is closed
 with respect to v |i.e., x2I andy v ximplies y2I as well.

Clearly the entire set X is an ideal, as is x# for any x2X.
 P
-views
 Let I be an ideal. The v-maximum p-event in I
 is denoted maxp(I). The p-view of I is the set I jp= maxp(I)#.
 So, I jp is the set of all events inI which pcan \see". For P P,
 the P-view of I, denoted I jP, is Up2PI jp. Notice that I jP is
 always an ideal. In particular, we have I jP=I. Also notice that
 if y2I jP for some P P, then nbd(y)I jP as well.


EXAMPLE
: In the example of Figure 1, maxq(X) = x4. So

X jq=x4 #=fx4;x2;x1;x0g. On the other hand, maxs(X) = x3
 and X js=x3 #=fx3;x2;x1;x0g.



3 Local runs and histories



Local runs
 LetI be an ideal. A local run on I is a functionr that assigns
 to each y 2 I a y-state|i.e., a state in Vy|such that r(0)2 V0 and for all
 y 6= 0,r is consistent with!y in the neighbourhoodnbd(y). In other words,
 for y 6= 0 we have ~v !y r(y), where ~v the y-state such that for all q 2 y,

~vq =r(z)q, where z /qy. LetR(I) denote the set of all local runs onI.
 So, a local run on X is an assignment of a y-state to each y 2 X such
 that all neighbourhoods in X are consistently labelled.



Proposition 1
 Given u : [1:::m] ! P, there is a 1 ,1
 correspondence between local runs on Xu and global runs on u.


Proof


For i 2 [1:::m] let wi denote the prex of u up toi. Also, for i 2 [1:::m]
 let xi denote the event (i;u(i)) in Xu.


Given a local run r on Xu, we dene a global run  : [0:::m]! VP on
 u by (0) = r(0) and fori2[1:::m]; (i)p =r(maxp(Xwi))p for allp2P.


Given a global run  : [0:::m] ! VP on u, we dene a local run r on


Xu by r(0) =(0) and for i2[1:::m];r(xi) =(i)(u(i)). 2
8



(9)
Histories
 LetI be an ideal. A history onIis a partial functionhsuch that
 dom(h) I and h(y)2 Vy, for each y2 dom(h). A historyh is reachable if
 there is some local run r onI such that h(y) = r(y) for all y2dom(h). Let

H(I) denote the set of all histories on I. Clearly, R(I)H(I).



Choices
 Let I be an ideal. Given a collection fHpgp2P of sets of his-
 tories on the p-views Ijp, a P-choice fhpgp2P of fHpgp2P assigns to each
 p2P, a history hp fromHp. The choice is consistent if for eachp;q 2P, for
 every y2dom(hp)\dom(hq);hp(y) = hp(y):

Let fHpgp2P be a collection of sets histories for P  P. We dene the
 product p2PHp as follows.


Np2PHp =fh 2H(IjP)j There exists a consistent P-choice fhpgp2P of


fHpgp2P such that dom(h) =[pdom(hp) and


8p2P: 8y2dom(hp): h(y) =hp(y)g


So each element in p2PHp is a history on IjP pieced together from a
 choice of mutually consistent histories on Ijp from the sets Hp, forp2P.


In particular, for P  P we may form the product p2PR(Ijp), which
 generates the set R(IjP) of local runs on IjP:



Lemma 2
 Let I be an ideal and P P:R(IjP) =p2PR(Ijp)


Proof


Let r 2 R(IjP). Then for each p 2 P, clearly r restricted to IjP is a local
 run rp on IjP. So, using the consistent P-choice frpgp2P of fR(IjP)gp2P we
 get r 2p2PR(IjP).


On the other hand, let r2p2PR(Ijp) where the consistent P-choice is


frpgp2P. Clearlydom(r) = IjP. We just have to check thatnbd(y) is labelled
 consistently by r for each y2IjP. But, any y 2IjP must also belong to IjP


for some p 2 P. We know that y 2 IjP implies nbd(y)  IjP. Since rp is
 a local run on IjP, rp must have assigned consistent values to nbd(y). But
 r agrees with rp on all events in IjP, so r must assign the same values to


nbd(y) and we are done. 2
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(10)
An innite-state deterministic automaton


The preceding lemma tells us that we can reconstruct R(IjP) = R(I) by
 taking the product p2PR(Ijp)|i.e., we can recover all the local runs on X
 by taking the product of local runs on Xjp. We already know that local runs
 on X correspond precisely to the global runs on u.


This immediately gives us an innite-state deterministic asynchronous
 automaton U0 = (fVp0gp2P;f!0aga2P;V00;VF0 ) which accepts L(U). For p 2


P;Vp0 =fR(Xujp)ju2Pg. In other words, each local state of p consists of
 the set of local runs on Xujp for each word u.


Initially, each process starts o in the state fh0 7! ~vi j ~v 2 V0g. The
 global initial state V00 is the cross product of these initial states.


The transition relations !0a are dened in the natural way. Suppose
 w = ua. Let xa, be the new event associated with a|i.e.,fxag = XwnXu.
 Clearly, forp =2(a);Xwjp=Xujp and, as desired, the local state of pdoes not
 change|R(Xwjp) = R(Xujp). For p 2 (a), it is easy to check that Xwjp=


Xuj(a) [ fxag. So, any run rp 2 R(Xwjp) consists of a local run on Xuj(a)


together with an assignment of a(a)-state toxawhich is consistent with!a,
 in the neighbourhood nbd(xa). But, by Lemma 2, R(Xuj(a)) is precisely the
 productp2(a)R(Xujp). So, when the processes in(a) synchronize, they can
 pool their information and compute for each p2(a) the new stateR(Xwjp).


In fact, for all p2(a), the new local state R(Xwjp) will be identical.


To decide whether to accept u, we have to check if U could have been
 in an accepting global state after u. By Lemma 2 and Proposition 1, we can
 associate with each local run r 2 p2PR(Xujp) a global run  on u. The
 global state ~v of U afterr is obtained by setting~vp =r(maxp(Xu))p for each
 p 2 P. Since p2PR(Xujp) generates exactly the set of local runs on Xu


we can compute all reachable global states after u in this manner. So, a
 global state in our new automaton is accepting if one of the global states it
 generates is an accepting state for U.


In the following, we formulate a nite-state version of the automaton
 above. We do not store the entire set R(Xujp) in each p. Instead, at any
 ideal I, each p will keep track of the set of reachable histories on a special
 bounded subset of Ijp. This bounded subset will be such that the product of
 reachable histories across this subset will also be reachable. In this manner,
 we ensure that the processes retain enough global information about runs to
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(11)compute exactly the reachable global states after I.



4 Finite histories and frontiers



Frontiers
 Let I be an ideal and p;q;s 2 P. We say that event y is an
 s-sentry for p with respect to q if y /sz for some z 2Ijq n(Ijp \ Ijq). Thus
 it is an event known to p and q, but whose s-successor is known only to q.
 Notice that for some s2P, there may be no s-sentry forpwith respect to q.
 Dene frontierpq(I) to be the set of all s-sentries which exist for p
 with respect to q. Notice that this denition is asymmetric|frontierpq(I)6=
 frontierqp(I).


EXAMPLE:
 In the example of Figure 1,Xjp [Xjs=fx0;x1;x2g.
 frontierps(X) = fx2g, whereas frontiersp(X) = fx1;x2g. Notice
 thatx2 belongs to both frontiers|it is anr-sentry and ans-sentry
 in frontierps(X) and a q-sentry in frontiersp(X).

As our example shows, an event y2 frontierpq(I) could simultaneously
 be an s-sentry for several dierent s. The following observation guarantees
 that frontierpq(I) is always a bounded set.



Lemma 3
 Let I be an ideal and p;q 2P, For each s 2P there
 is at most one s-sentry y 2 frontiepq(I)


Proof


Suppose not. Then we havey;y0 2frontierpq(I) andz;z0 such thaty/sz and
 y0/sz0. We know that all events involving s are totally ordered by /s. So
 either y /sy0 ory0/sy. Without loss of generality assume that y /sy0. Then
 we must have y /sz /sy0/sz0. Since y0 2Ijp \ Ijq and z v y0; z 2Ijp \ Ijq


as well. But this contradicts the assumption thatz 2Ijq n(Ijp \Ijq). 2
 For P P and p2P, the P-frontier of p atI is the set


[


q2Pnfpgfrontierpq(I)[frontierqp(I):
11



(12)
Lemma 4
 Let I be an ideal andfhpgp2P be a consistent P-choice
 of fH(Ijp)gp2P such that for each p2P:

 hp is reachable; and


 the P-frontier of p is included in dom(hp).


Then p2Php is a reachable history in H(IjP).



Proof


Let us order the processes in P as p1;p2;:::;pk. For i 2 [1::k], let Pi =


Sj2[1::i]pj. By assumption, for eachpi,hpi is a reachable history. So, we have
 a local run rpi on IjPi which agrees with hpi, on dom(hpi). To show that
 h = p2P hp is reachable, we must construct a local run r on IjPi which
 agrees with h ondom(h) =Sp2P dom(hp).


Dene r as follows:


 For all y2Ijp1;r(y) =rp1(y).


 For i2[2::k], for all y2Ijpi nIjpi,1;r(y) = rpi(y).


So, we \sweep across"IjP starting fromIjp1 and ending atIjpk, assigning
 states according to rp1;rp2;:::;rpk in k \stages" as we go along. Clearly
 dom(r) =IjP and r agrees with h on dom(h). We have to show that r is a
 local run; i.e., we have to show that r is consistent with !y across nbd(y)
 for each y2IjP.


Let y 2 IjP. We know that r(y) was assigned at some stage i 2 [1::k].


Clearly,y2Ijpi and sonbd(y)Ijpi as well. Ifnbd(y)Ijpi nIjPi,1, then all
 the events in nbd(y) are assigned r values at stage i according to rpi. Since
 rpi is a local run onI, these values must be consistent with !y.


The crucial case is when some z 2 nbd(y) lies in IjPi,1 and so has
 already been assigned a value according to rpj for some j 2 [1:::i, 1].


But then z 2 IjPi,1 \ Ijpi which is the same as Sj2[1:::i,1](Ijpj \ Ijpi).


In other words, for some pj;j 2 [1::i,1], z belongs to frontierpjpi(I). So
 z 2dom(hpj(z)\ dom(hpi), by assumption. Therefore, the value r(z) must
 agree with hpj(z) =hpi(z) and hence must agree with rpi(z) as well. In other
 words, even thoughz2nbd(y) has already been assiened a value before stage
 i, the value agrees with rpi. So, eectively,nbd(y) is assigned values as given
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(13)by rpi, and these must be consistent with !y sincerpi is a local run onI. 2
 This is a nite version of Lemma 2 above. Suppose that at the end of a
 word u, each processpmaintains all reachable histories on a nite (bounded)
 set of events spanning the P-frontier of pinXu together with the maximum
 p-event maxp(Xu). By the previous lemma, the product of these histories
 will generate all the reachable global states ofU afteru. Since theP-frontier
 of p in any ideal is a nite set, the set of all reachable histories that p has
 to keep track of is also nite. So, using a bounded amount of information in
 each process, we can reconstruct all possible global states of U afteru.


The problem now is with maintaining frontier information locally|i.e.,
 how can a process p compute and locally update its frontier? This is done
 using slightly larger, but still bounded, sets of events called primary and
 secondary information, which between them subsume the frontier. It turns
 out that these sets can be updated locally with each synchronization between
 processes. These then will be the domains of the histories maintained by each
 process.



5 Primary and secondary information



Primary information
 LetI be an ideal andp;q 2P. Thenlatestp!q(I)
 denotes the maximum q-event in Ijp. So, latestp!q(I) is the latestq-event in
 I that p knows about.

The primary information ofpafterI,primaryp(I), is the setflatestp!q(I)gq2P.
 As usual, for P 2P;primaryP(l) =Sp2Pprimaryp(I).



REMARK:
 Since q 2 0 2 IjP for all q 2 P , the set fy 2 IjP j q 2 yg is

always nonempty. Since allq-events are linearly ordered by/q, the maximum
 q-event inIjp is well-dened. Notice that latestp!p(I) =maxp(I).



Secondary information
 The secondary information of p after I,
 secondaryp(I), is the set Sq2Pprimaryq(latestp!q(I)#). In other words,
 this is the latest information that p has in I about the primary informa-
 tion of q, for each q 2 P. Once again, for P  P;secondaryP(I) =

Sp2Psecondaryp(I).
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(14)Each event in secondaryp(I) is of the form latestq!s(latestp!q(I)#) for
 some q;s2P. This is the latests-event whichq knows about upto the event
 latestp!q(I). We abbreviatelatestp!s(latestp!q(I)#) bylatestp!q!s(I). No-
 tice that each primary eventlatestp!q(I) is also a secondary eventlatestp!p!q(I).


In other words, primaryp(l)secondaryp(l).



EXAMPLE:
 In Figure 1,latests!p(X) = x1 whereas latestp!s(X) =x2.
 Also, latests!p!r(X) = x0 while latestp!s!r(X) =x2.


Lemma 5
 Let I be an ideal p;q 2 P and y 2 frontierpq(I)
 an s-sentry. Then y=latestp!s(I). Also, for some s0 2P; y =
 latestq!s0!s(I). So, y2primaryp(I)\secondaryq(l).


Proof


Sinceyis ans-sentry, for somez 2Ijq nIjp; y/sz. Suppose thatlatestp!s(I) =
 y0 6= y. Since all s-events are linearly ordered by /s, we must have y /s y0.
 However, y/sz as well, so we havey/sz/sy0. This means thatz 2Ijp, which
 is a contradiction.


Next, we must show that y=latestq!s0!s(I) for some s0 2P. We know
 that there is a path y <z1 <:::<maxp(I), since y2Ijp. This path starts
 inside Ijp \Ijq.


If this path never leaves Ijp \Ijq then maxp(I) 2 Ijq. Since maxp(I)
 is the maximum p-event in I, it must be the maximum p-event in Ijq. So,
 y =latestq!p!s(I) and we are done.


If this path does leave Ijp \Ijq, we can nd an event y0 2 frontierqp(I)
 along the path such that y0 is ans0-sentry for some s0 2P |in other words,
 for some z0;y v y0 /s0 z0 v maxp(I). We know by our earlier argument
 that y0 =latestq!s0(I). It must be the case that y=latests0!s(y0#). For, if
 latests0!s(y0#) = y00 6= y, then y /s0 y00 v y0 v maxp(I). This implies that
 y /s y00 and y00 2 Ijp, which contradicts the fact that y = latestp!s(I). So,
 y =latests0!s(y0#) = latestq!s0!s(I) and we are done. 2
 So, for every p2 P and u2P, each process p maintains all reachable
 histories over the nite set secondaryp(Xu). (Recall that primaryp(Xu) 
 secondaryp(Xu) By the preceding lemma, this set includes all events in the


P-frontier of Xu as well as the maximal event maxp(Xu) =latestp!p!p(Xu).


14



(15)We now need to show that these sets may be updated locally|i.e., if
 w=ua, then secondaryp(w) may be computed fromsecondaryp(u) for each
 process p 2 (a) using only the information available with the processes in
 (a). This involves running the \gossip automaton" [
?
] in the background.

In order to make this presentation self-contained, we describe the procedure
 of [
?
] for comparing and updating primary and secondary information.


Comparing primary information



Lemma 6
 Let I be an ideal and p;q;s 2 P. Let yp =
 latestp!s(I) and yq = latestq!s(I): Then yp v yq i yp 2

secondaryq(I).



Proof


(() Suppose yp 2 secondaryq(I). Then, yp 2 Ijq and so yp v yq by the
 denition of latestq!s(I).


()) If yp = yq;yp 2 primaryq(I)  secondaryq(I) and there is nothing to
 prove. Ifyp 6=yq, then,yp/syqand soyp 2Ijp \Ijq. Lety0 be the s-successor
 of y. We know that y0 2 Ijq nIjp, so yp is an s-sentry in frontierpq(I). But
 then, by our previous lemma, yp 2primaryp(I)\secondaryq(I) and we are


done. 2


Suppose pand q synchronize at an action a after u. At this point they


\share" their primary and secondary information. If q can nd the event
 latestp!s(Xu) in its set of secondary eventssecondaryq(Xu),qknows that its
 latest s-event latestq!s(Xu) is at least as recent as latestp!s(Xu). So, after
 the synchronization, latestq!s(Xua) is the same as latestq!s(Xu), whereas p
 inherits this information fromq|i.e.,latestp!s(Xu) =latestq!s(Xu). In this
 way, for each s 2 P;p and q can locally update their primary information
 about s in Xua. Clearly latestp!q(Xua) = latestq!p(Xua) = xa where xa is
 the new event|i.e., XuanXu) =xa.


This procedure generalizes to any arbitrary setP P which synchronize
 after u. The processes in P share their primary and secondary information
 and compare this information pairwise. Using Lemma 6, for each q 2 PnP
 they decide who has the \latest information" about q. Each process then
 comes away with the best primary information from P. Notice, that all
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(16)processes in P will always have the same primary information after they
 synchronize.


Once we have compared primary information, updating secondary infor-
 mation is automatic. Clearly, iflatestq!s(I) is better thanlatestp!s(I), then
 every secondary eventlatestq!s!s0(I) must also be better thanlatestp!s!s0(I).


So, secondary information can be locally updated too. In other words, to con-
 sistently update primary and secondary information, it suces to to correctly
 compare primary information, which is achieved by Lemma 6.


From the preceding argument, it is clear that each new event belongs
 to the primary (and hence secondary) information of the processes which
 synchronize at that event. Further, if an event disappears from the sec-
 ondary information of all the processes, it will never reappear as secondary
 information at some later stage. This is captured formally in the following
 proposition.



Proposition 7
 Let u;w2P, such that w =ua for some on
 a 2 P. Let xa denote the new event in w|i.e., XwnXu = fxag.
 Then:

 xa2secondaryP(Xw)


 secondaryP(Xw fxag[secondaryP(Xu).



6 Locally updating primary/secondary infor- mation


To make Lemma 6 eective, we must make the assertions \locally checkable"|


e.g., if yp = latestp!s(I), processes p and q must be able to decide if
 yp 2 secondaryq(I). This is achieved by labelling each sction in u in such
 a way that primary and secondary information can be maintained as sets of
 labelled actions.


We may na�vely assume that events in Xu are locally assigned distinct
 labels|in eect, at each actiona, the processes in(a) assign a time-stamp to
 the new occurrence of a. In this manner, the processes inP can easily assign
 consistent local time-stamps for each action which will let them compute the
 relations between events which we are interested in.
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(17)The problem with this approach is that we will need an unbounded set
 of time-stamps, since u could get arbitrarily large. Instead we would like a
 scheme which uses only a nite set of labels to distinguish events. This would
 mean that several dierent occurrences of the same action will eventually end
 up with the same label. We have to ensure that this does not lead to any
 confusion when we try to update primary and secondary information.


However, from Lemma 6, we know that to compare primary information,
 we only need to look at the events in the primary and secondary sets of each
 process. So, it is sucient if the labels assigned to these sets are consistent
 across the system|i.e., if the same label appears in primary or secondary
 information of dierent processes, the corresponding event is actually the
 same.


Suppose we have such a labelling on u and we want to extend this to a
 labelling on w =ua|i.e., we need to assign a label to the new a-event. By
 Proposition 7, it suces to use a label which is distinct from the labels of all
 the a-events currently in the secondary information ofXu.


Unfortunately, the processes in (a) cannot directly see all the a-events
 which belong to the secondary information of the entire system. An a-event
 y may be part of the secondary information of processes outside (a)|i.e.,
 y 2 secondarya(Xu)nsecondarya(Xu). To enable the processes in (a) to
 know about all a events in secondaryP(Xu), we need to maintain tertiary
 information.



Tertiary information
 The tertiary information ofpafterI,tertiaryp(I),
 is the set Sq2P secondaryq(latestp!q(I)#). In other words, this is the latest
 information that p has in I about the secondary information of q, for all
 q 2P. As before, for P P;tertiaryP(I) =[p2Ptertiaryp(I).

Each event intertiaryp(I) is of the formlatestq!s!s0(latestp!q(I)#) for
 someq;s;s0 2P. We abbreviatelatestq!s!s0(latestp!q(I)#) bylatestp!q!s!s0(I).


Just as primaryp(I)  secondaryp(I), clearly secondaryp(I)  tertiaryp(I)
 since each secondary eventlatestp!q!s(I) is also a tertiary eventlatestp!p!q!s(I).



Lemma 8
 Let I be an ideal and p2P. If y2secondaryp(I)
 then for every q2y; y2tertiaryq(l).


Proof


Let y 2secondaryp(I) and q2 y. We know that y 2Ijp \Ijq and there is a
17



(18)path y<z1 <:::<maxp(I) leading fromy to maxp(I).


Suppose this path never leaves Ijp \Ijq. Then maxp(I) 2 Ijq and so
 maxp(I) =latestq!p(I). This means thaty 2seconduryp(latestq!p(I)#)
 tertiaryq(I) and we are done.


Otherwise, the path fromytomaxp(I) does leaveIjp \Ijqat some stage.


Concretely, let y =latestp!p0!p00(I) for some p0;p00 2P. So the path from y
 to maxp(I) passes throughy0 =latestp!p0(I).


If y0 2= Ijp \Ijq then for some z;z0 2X and some s2P we have z 2Ijp


\Ijq, z0 2Ijp nIjq and yv z /sz0 v y0. This means thatz 2frontierqp(I)
 is an s-sentry and by our earlier argument we know that z = latestq!s(I).


So y=latestq!s!p00(I) = latestq!q!s!p00(I)2tertiaryq(I).


On the other hand, if y0 2 Ijp \Ijq we can nd an s-sentry z 2
 frontierqp(I) on the path from y0 to maxp(I), for some s 2 P. We once
 again get z =latestq!s(I) and soy =latestq!s!p0!p00(I)2tertiaryq(I). 2



The \gossip" automaton
 Using our analysis of primary, secondary
 and tertiary information of processes, we can now design a deterministic
 asynchronous automaton to keep track of the \latest gossip"|i.e., consis-
 tently to update primary, secondary and tertiary information whenever a set
 of processes synchronize.

Each process maintains sets of primary, secondary and tertiary informa-
 tion. Each event in these sets is represented by a pair hP;li, where P is the
 subset of processes that synchronized at the event and l 2L, a nite set of
 labels.


By Lemma 8, each p-event that appears in some primary or secondary
 set in the system also appears in the tertiary information of p. When a new
 event xoccurs after u, the processes participating in x assign a label to this
 event which does not appear intertiaryx(Xu). Proposition 7 guarantees that
 the new event is assigned a label which is distinct from those assigned to
 secondaryP(Xu). Since each process keeps track of N3 tertiary events, there
 need be only O(N3) labels in L.


The processes participating inxnow compare their primary information
 about each process s =2 x by checking labels of events across their primary
 and secondary sets. Each process then updates its primary, secondary and
 tertiary sets according to the new information it receives. (Notice that ter-


18




    
  




      
      
        
      


            
    
        Referencer

        
            	
                        
                    



            
                View            
        

    


      
        
          

                    Hent nu ( PDF - 28 Sider - 305.27 KB )
            

      


              
          
            Outline

            
              
              
              
              
              
                              
    A superexponential lower bound for determinization
              
              
            

          

        

      
      
        
  RELATEREDE DOKUMENTER

  
    
      
          
        
            Asynchronous Implementation of Virtual Channels in On-Chip
        
      

        This thesis investigates design of on-chip net- work links using asynchronous circuits, and presents three link designs of which two are providing virtual channels.. The link

    
      
          
        
            – a systematic review and state of the field analysis
        
      

        Based on this, each study was assigned an overall weight of  evidence classification of “high,” “medium” or “low.” The overall weight of evidence may  be characterised as

    
      
          
        
            BRICS Basic Research in Computer Science
        
      

        We now aim at using test automata to determine whether a given timed automaton weakly satisfies a formula in L. As already mentioned, this approach to model checking for timed

    
      
          
        
            View of WHY FACEBOOK IS NOT A GATEWAY TO NEWS CONTENT
        
      

        While the horizontal intertextuality of primary texts serve to identify the genre  of the message, the vertical intertextuality of secondary and tertiary texts provide social

    
      
          
        
            Plasticitetsteoretisk Analyse af Beregningsmetoder for Jernbetonbjælkers Forskydningsbæreevne
        
      

        Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright  owners and it is a condition of

    
      
          
        
            Transnational corporations and the environment the case of Malaysia
        
      

        Driven by efforts to introduce worker friendly practices within the TQM framework,  international organizations calling for better standards, national regulations and 

    
      
          
        
            Erhvervslivets spidser – forbindelser til ledere i øvrige toneangivende sektorer
        
      

        Ved at se på netværket  mellem lederne af de største organisationer inden for  de fem sektorer, der dominerer det danske magtnet- værk – erhvervsliv, politik, stat, fagbevægelse og

    
      
          
        
            Non-governmental Organizing in the People’s Republic of China – a Reading Inspired by Agential Realism
        
      

        Contrary  to our  initial  understanding  of  interaction  be- tween  the  three  separate  entities  of  social entrepreneurs,  party-state  and  donors  we now  view  the  three  as

      



      

    

    
            
            
      
  RELATEREDE DOKUMENTER

  
          
        
    
        
    
    
        
            Leaving no one behind - a glimpse into the state of adoption of the Sustainable Development Goals in the Danish construction industry
        
        
            
                
                    
                    11
                

                
                    
                    0
                

                
                    
                    0
                

            

        

    


      

          
        
    
        
    
    
        
            Sense of place perceptions of tourism businesses: The path to authentic branding
        
        
            
                
                    
                    2
                

                
                    
                    0
                

                
                    
                    0
                

            

        

    


      

          
        
    
        
    
    
        
            A Bit(e) of the Everyday- The Meaning of Meals in the New Living Units for Elderly: En bid/en lille del af hverdagen- Måltiderendes betydning i et leve- og bomiljø
        
        
            
                
                    
                    1
                

                
                    
                    0
                

                
                    
                    0
                

            

        

    


      

          
        
    
        
    
    
        
            The Development and Implementation of a Monodisciplinary Elective Course Centered on Point of Care Testing for Biomedical Laboratory Scientists
        
        
            
                
                    
                    2
                

                
                    
                    0
                

                
                    
                    0
                

            

        

    


      

          
        
    
        
    
    
        
            Aalborg Universitet Assessment of Abnormal Behaviour and the Effect of Enrichment on Captive Chimpanzees in Aalborg Zoo
        
        
            
                
                    
                    20
                

                
                    
                    0
                

                
                    
                    0
                

            

        

    


      

          
        
    
        
    
    
        
            Aalborg Universitet Design of Integrated Systems for the Control and Detection of Actuator/Sensor Faults Stoustrup, Jakob; Grimble, M.J.; Niemann, H.H.
        
        
            
                
                    
                    13
                

                
                    
                    0
                

                
                    
                    0
                

            

        

    


      

          
        
    
        
    
    
        
            Aalborg Universitet The Dialectics of Civility Or how a dialectical understanding of civility might provide new responses to ultraobjective violence Gregersen, Andreas Beyer
        
        
            
                
                    
                    4
                

                
                    
                    0
                

                
                    
                    0
                

            

        

    


      

          
        
    
        
    
    
        
            Aalborg Universitet Timbre Models of Musical Sound From the model of one sound to the model of one instrument Jensen, Karl Kristoffer
        
        
            
                
                    
                    248
                

                
                    
                    0
                

                
                    
                    0
                

            

        

    


      

      


              
          
            
          

        

          

  




  
  
  
    
      
        Company

        	
             Om os
          
	
            Sitemap

          


      

      
        Kontakt  &  Hjælp

        	
             Kontakt os
          
	
             Feedback
          


      

      
        Juridisk

        	
             Vilkår for brug
          
	
             Politik
          


      

      
        Social

        	
            
              
                
              
              Linkedin
            

          
	
            
              
                
              
              Facebook
            

          
	
            
              
                
              
              Twitter
            

          
	
            
              
                
              
              Pinterest
            

          


      

      
        Få vores gratis apps

        	
              
                
              
            


      

    

    
      
        
          Skoler
          
            
          
          Emner
                  

        
          
                        Sprog:
            
              Dansk
              
                
              
            
          

          Copyright 9pdf.org © 2024

        

      

    

  




    



  
        
        
        
          


        
    
  
  
  




     
     

    
        
            
                

            

            
                                 
            

        

    




    
        
            
                
                    
                        
                            
  

                            

                        
                            
  

                            

                        
                            
  

                            

                        
                            
  

                            

                        
                            
  

                            

                    

                    
                        

                        

                        

                        
                            
                                
                                
                                    
                                

                            

                        
                    

                    
                        
                            
                                
  

                                
                        

                        
                            
                                
  

                                
                        

                    

                

                                    
                        
                    

                            

        

    


