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                                                                                                4.5. Incorporating MRTM2 into a Bayesian framework

                                                                4.5.2. A move towards a fully Bayesian approach

                                
                    • The problem that has to be solved will consist of a sparse inverse of 
 dimen-sionN ×N multiplied by a vector with the dimension N ×1. This can
 be efficiently solved by MATLABs backslash operator and sparse matrix 
 ca-pabilities. The whole problem can be solved in under 2 seconds on NRUs
 servers with Xeon 5690 3.47GHz CPUs.


The implementation in MATLAB can be seen in appendixB.



4.5.2. A move towards a fully Bayesian approach


For the regularized MRTM2, the hyperparameters are considered known and can
 be chosen by the user. However, the optimal parameters are of course not known.


For a fully Bayesian treatment of the data, the optimal hyperparameters should
be estimated from the data. Such a procedure would also relieve the user from
making a subjective decision without having much to go on. When treating the
hyperparameters as unknown, the full posterior probabilityp(w|c,X)will become
an integration over all possible values of the hyperparameters. A problem arises
when using the prior developed for regularized MRTM2, because the prior is not
proper. As seen in figure4.5.1, the prior has an infinite distribution. This might not
be a problem when regarding the problem as a user-defined regularization problem,
but it becomes problematic when we need to integrate over all possible values of
the hyperparameters to obtain the posterior probability ofwgiven the data.


4.5. INCORPORATING MRTM2 INTO A BAYESIAN FRAMEWORK



w


likelihood


prior


n=1



w
n=2

Figure 4.5.1. Improper prior used in regularized MRTM2.


To make the prior distribution proper, a bound has to be set on the distribution. This
 can be done by introducing a second hyperparameter, with the relationship


α1(wn=1−wn=2)2+α2(wn=1+wn=2)2. (4.37)
 This will lead to a proper prior distribution with zero mean, shown in figure4.5.2
 for one parameter pair.



w


likelihood


prior


n=1



w
n=2

Figure 4.5.2. A proper prior.


To make the prior more adaptive, the mean of the distribution could also be 
 es-timated instead of assuming that it would be zero. To not inflate the number of
 hyperparameters needed to be estimated, one mean for each parameter type could
 be introduced. This yields the prior distribution


p(w|θ) =NN M(w|µ,(α1G+α2F)−1), (4.38)
withFbeing similar in structure toG, but with 1 instead of -1 at the relevant 
off-diagonal elements.µwill necessarily be a vector of the same length asw, but will


4.5. INCORPORATING MRTM2 INTO A BAYESIAN FRAMEWORK


beµ1for all values of the first parameter type andµ2for all values of the second
 parameter type. For an easier notation, all hyperparameters of the prior probability
 is collected in a hyperparameter vectorθ. The posterior is then on the form


p(w|c) =
 Z


θ,β


p(c|w, β)p(w|θ)p(θ, β|c) dθdβ. (4.39)
 For a more readable notation the dependencies onXhave been omitted. This 
 inte-gration is difficult to solve, but an often used approximation framework called the
 evidence approximation treats the distributionp(θ, β|c)as sharply peaked around
 some estimated valuesθ∗andβ∗(Bishop,2006). The posterior distribution ofw
 can then be written on the familiar form


p(w|c)≈p(w|c,θ∗, β∗) =p(c|w, β∗)p(w|θ∗). (4.40)
 The posterior distribution forθandβis given by


p(θ, β|c)∝p(c|θ, β)p(θ)p(β). (4.41)
 If the prior distributions of the hyperparameters can be assumed to be relatively flat,
 the valuesθ∗andβ∗can thus be obtained by maximizing the marginal likelihood
 p(c|θ, β).


When having a Gaussian likelihood function as in equation4.30 and a Gaussian
 prior distribution as in equation4.27, the marginal distribution ofccan be derived
 as


p(c|θ, β) =N(c|Xµ, β−1I+X(α1G+α2F)−1XT), (4.42)
 which has been showed byBishop(2006). This probability will thus be maximized
 to obtain the optimal hyperparameters. For an easier maximization process, the
 logarithm of this distribution will be maximized. To maximize the logarithm of a
 function is equivalent to directly maximizing the function, but makes the process
 easier. With such a large data set, the probability for the optimal solution will can
 be so small that an underflow problem can occur if the logarithm is not used. Thus,
 the logarithm of the function is


lnp(c) =−N K
 invertible square matrix on the form


kβ−1I+XH−1XTk= kβ−1IkkβXTX+Hk


kHk , (4.44)


4.5. INCORPORATING MRTM2 INTO A BAYESIAN FRAMEWORK
 the Woodbury matrix identity


(β−1I+XH−1XT)−1=βI−βX(βXTX+H)−1XTβ (4.45)
 and some rearranging the final equation can be written as


lnp(c) = 1


2(−N Kln 2π+N Klnβ−lnkUk+lnkHk−β(c−Xµ)(c−Xµ)T+


β2((c−Xµ)X)TU−1((c−Xµ)X) ), (4.46)
 withU = βXTX+H. This function has to be maximized. Partial first order
 derivatives of this function can be derived for each hyperparameter without too
 much trouble and used in e.g. a Gradient descent algorithm. However, they will
 involve the computation of several traces of large systems of equations with the size
 M−12N×2NN2N×2N, whereNis the number of vertices. The number of vertices in
 one hemisphere is above 100 000, so even if the system of equations will be sparse
 the computation time will be vast.


A simpler approach could be to use a non-derivative optimization function, which
 usually needs many more iterations but works well for a small number of 
 parame-ters. In this thesis, the MATLAB functionfminsearchis used to directly 
 opti-mize on the cost function−lnp(c).fminsearchuses the Nelder-Mead Simplex
 Method (Lagarias et al.,1998). The heaviest computational task at each iteration
 will be to compute the logarithm of the determinants of the huge matrices (size
 2N ×2N). The determinants will be too large to be represented as a standard
 double-precision floating-point number. Fortunately, the logarithm of such a 
 de-terminant will be possible to represent and can be computed without explicitly
 computing the determinant. Futhermore, the matrices will be sparse and 
 symmet-rical positive definite. The process starts by performing the LDL-decomposition
 of the matrix, which is the most efficient decomposition for large sparse 
 symmet-rical matrices, in comparison to e.g. Cholesky decomposition. The variant of the
 decomposition for sparse matrices is on the form


PTMP=LTDL= (LD12)TLD12 (4.47)
 wherePis a permutation matrix, L is a lower unitriangular matrix and D is a
 diagonal matrix. It is related to the original matrix’s logarithm as


lnkMk= 2X


ln diag(LD12) (4.48)
 This decomposition can also be used for a fast computation ofU−1((c−Xµ)X),
 with the decomposition already obtained for the computation of the log 
 determi-nant. The solution is computed with MATLAB’s backslash operator as


P * (L’ \ (D \ (L \ (P’ * (c - X*mu)))))


One issue with most optimization algorithms is the possibility to end up in a 
lo-cal minimum and thus not find the true optimal values. Therefore, it is important
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