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Abstract


In this thesis, we shall present a tool, the BMC/DCValidator for automatic
 validation of duration calculus formulas. Duration calculus (DC for short) is
 a temporal logic, i.e. a logic for reasoning about time. DC may be used for
 specifying systems at an abstract level and the purpose of the tool is to ver-
 ify that the system meets certain requirements, which are also specified using
 DC. The abstractness and expressiveness of DC makes it well-suited for system
 description, but hard to verify properties by automatic means.


Our tool provides an efficient implementation of the work of [MF02] whose
 main idea is to translate DC formulas to propositional clauses or linear con-
 straint systems, both of which may be handed over to an external solver. The
 timing aspects of the formulas are represented in a discrete way, and the prop-
 erties of the formulas are validated within a bounded time interval, as the un-
 bounded validation turns out to be undecidable. In some cases, it is possible to
 determine a bound such that bounded validity implies general validity.


The tool has been implemented with a multitude of options such as polarity
optimisation and output format that allow us to experiment with the translation
algorithm. Our benchmark results show that the tool has good performance in
general, but that the success of the tool is extremely dependent on the imple-
mentation details of the solver.
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Resum´ e


I denne opgave vil vi præsentere et værktøj, BMC/DCValidator, til automatisk
 validering afduration calculus formler. Duration calculus (forkortet DC) er en
 temporallogik, dvs. en logik til at ræsonere omkring tid. DC kan benyttes
 til at specificere systemer p˚a et abstrakt niveau, og form˚alet med værktøjet er
 at verificere, at systemet har visse egenskaber, der ogs˚a specificeres med DC.


DC er abstrakt og udtryksfuldt, hvilket gør det velegnet til systembeskrivelse,
 hvorimod det er svært at verificere egenskaber automatisk.


Vores værktøj tilbyder en effektiv implementatering af arbejdet i [MF02],
 hvis hovedid´e er at oversætte DC formler til udsagnslogiske klausuler eller sys-
 temer af lineære uligheder, som i begge tilfælde kan gives til en ekstern løser.


De tidslige aspekter af formlerne repræsenteres diskret, og egenskaberne ved
 formlerne valideres indenfor et begrænset tidsinterval, da ubegrænset validering
 viser sig at være uafgørbart. I nogle tilfælde er det muligt at bestemme en
 tidsgrænse, s˚aledes at begrænset validitet medfører generel validitet.


Værktøjet er blevet implementeret med et større antal valgmuligheder som
f.eks. polaritetsoptimering og uddataformat, hvilket gør os i stand til at eksper-
imentere med oversættelsesalgoritmen. Vores tidsm˚alinger viser, at værtøjet
generelt har god ydeevne, men at værktøjets succes afhænger utroligt meget af
implementeringsmæssige detaljer i løseren.
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Preface


This thesis presents a tool for automated validation of a real-time logic, building
 on the work of [MF02]. The complete problem description may be found in
 [MF04].


Our background in this field is primarily a course on Real-Time Systems
 that was given by Martin Fr¨anzle in the Spring 2003. In this course, we solved
 an assignment where we translated timed automata into linear constraints. We
 found this area of research very interesting and together with Martin Fr¨anzle we
 agreed on this project, in which a real-time logic is translated to propositional
 clauses or linear constraints. We have been very pleased to be able to employ
 many of the skills learned throughout our studies — both concerning compilers,
 real-time systems, computability and software engineering in general.


This thesis is intended for a reader who is familiar with software systems
in general, but not particularly with real-time systems. A sound knowledge
of mathematical logic is necessary to understand the theoretical aspects of our
work. To fully understand the chapters regarding design and implementation
of the tool, it will be an advantage to be well acquainted with object-oriented
methods, including UML and Java.
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Chapter 1



Introduction


We will begin by describing the problem area in which we operate: Real-time
 systems. Then, we shall briefly explain our contributions to this area, and finally
 lay out the structure of the remainder of this thesis.



1.1 Real-Time Systems


Real-time systems are computer systems that interact with an external environ-
 ment throughevents while adhering totiming constraints. The most common
 form of a timing constraint is a deadline, i.e. an absolute time limit within
 which some task must be accomplished.


Today, the real-time systems are everywhere! Examples of just a few of the
 real-time systems we may encounter are:


• The telephone system


• Vending machines


• Computer games


• Cars


• Medical systems for patient monitoring


• Space navigation systems


• Robots


• Burglar alarms


• Power plant control systems


The real-time systems may be categorised on a scale ranging from “soft” to


“hard”. Hard real-time systems are those whose timing constraintsmustbe met,
or else the system fails. The soft real-time systems may still accomplish their
duties successfully even if some constraints are violated. A control system for an
aircraft is an example of a hard real-time system. It can simply have catastrophic
consequences if the aircraft does not respond in time to the instructions of the
pilot. An example of a soft real-time system is a vending machine. It may be
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 annoying to wait 30 seconds more for your favourite beverage, but certainly this
 is not a dramatic consequence. A data network lies somewhere between “hard”


and “soft”. It is not a problem if it occasionally loses or delays some packets
 of data, but in order for retransmission to be feasible it must not happen too
 often.


Generally, there are two forms of requirements for real-time sytems. One is
 safety properties, typically stating that the system should never enter certain
 undesirable states. E.g. an aircraft should never go below a specified altitude,
 except during takeoff and landing. The other isliveness properties, stating that
 the system must progress in some sense. Typically, it is possible to meet the
 safety requirements by doing nothing at all, e.g. by keeping the aircraft on the
 ground. A liveness property for the aircraft could be that it eventually takes
 off.



1.1.1 Examples


We will now introduce some examples of real-time systems that we will treat in
 some detail. These examples will later be formalised and used for benchmarking
 of our tool. We have taken the gas burner example from [ZH04].


Gas Burner


A gas burner may be either heating when the flame is burning, leaking when
 the gas is switched on but there is no flame, oridling when the gas is off.


It is clear that the leaking state is undesirable, since it may be dangerous
 if too much gas leaks out into the room. A safety property for the gas burner
 would then reasonably be that the time intervals in which the gas is leaking are
 not too long. For instance, let us say that we have calculated that we do not
 risk a critical situation if for any time interval at most 30 seconds long, the gas
 burner leaks no more thannseconds.


The challenge is then to design a control system for the gas burner so that
 the safety property can be guaranteed to hold. One could for instance decide
 that leaks should be detected and stopped within one second, and to avoid
 frequent leaks, it should not be possible to switch on the gas for a period of 30
 seconds after a leak.


Before implementation of the control system, one would naturally like to
 verify that the conjunction of the design decisions imply the safety requirement.


There are a multitude of logics for specifying such properties, one of which we
 shall present in Section 2.1 on page 6.


Scheduler


We shall now introduce a simple scheduler. The scheduler controls access to a
processor that may only run one processPiat a time. This is commonly known
as a requirement formutual exclusion. There arenprocesses in our system, and
we shall assume that each processes will run anytime, and for as long time as
possible. The task is then to allocate processor time so that each process has
run for 2 time units for each full period of 2ntime units that has elapsed. To
achieve this, it shall be a design decision of the scheduler that process Pi will
run only when processPi−1 has completed its 2 time unit run for this period.
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 Process P1 will not run again until process Pn has completed its run. So, in
 effect, this is a type of round-robin scheduler.


Naturally, one would now like to verify that the design decision is powerful
 enough to ensure that all processes have run for 2 time units for each 2ntime
 period. In the following section, we shall investigate possible methods for such
 validation.



1.1.2 Validation of Real-Time Systems


As described in Section 1.1 on page 1, many of the applications of real-time sys-
 tems are highly safety critical. Thus, a need for a thorough validation of such
 a system arises. We shall consider the method of formal validation: Given a
 formal description of both system and requirements, to verify that the require-
 ments are satisfied by the system.


Fundamentally, there are two different approaches to formal validation: The-
 orem proving andmodel checking, which we shall describe next1.


Theorem Proving


We shall define theorem proving as proving theorems of a particular logic using
 the assistance of a computer system, referred to as a theorem proving system.


The group of theorem proving systems may be subdivided based on automation
 level, ranging from the proof checkers that can only assist in the checking of a
 proof that has already been done “by hand”, to the fully automatic so-called
 automated theorem provers. The latter are, unfortunately, typically intractable,
 so in practice the user must guide the system somehow, e.g. by choosing appro-
 priate lemmas. Many systems try to combine the best of both worlds.


Model Checking


The model checking approach tries to establish some finite model (e.g. a state
 transition graph) of the system with the requirements formulated in a temporal
 logic, and, in principle, performs exhaustive search of the reachable state space.


The model checkers may be categorised as eitherhomogenousorheterogenous
 [JK98].


In the homogenous model checkers, both the model and the properties to
 be validated are specified in the same notation (e.g. as automata), and it is
 verified that one implies the other, or that onebehaves2at least as the other. In
 the heterogenous model checkers, the notation differs. For instance, the system
 could be modeled by an automaton while the requirements may be stated in a
 temporal logic. Later in this section, we shall look at the UPPAAL tool, which
 is an example of a heterogenous model checker.


Someadvantages of model checking are:


• A general approach for both hardware, software and embedded systems.


• Requires a low degree of interaction with the user — providing for model
 checking to be used routinely during the development process.


1The structuring of validation approaches has been taken from [TR02].


2The homogenous approach is also known as thebehaviour-based approach.
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• Has shown to be useful in practice, both though case studies and through
 widespread use in the industry. [JK98]


Somedisadvantages of model checking are:


• Verifies properties of amodel of the system rather than of the system itself


— as stated by [JK98]: “Any validation using model checking is only as
 good as the model of the system”.


• There may be decidability issues for some representations — and certainly
 severe time and space complexities. The decidability and complexity re-
 sults on model construction for the temporal logicduration calculus(DC)
 will be presented in Section 2.2 on page 10.


Clearly, it may be impossible to completely verify the correctness of complex
 systems, but certainly model checking can increase one’s confidence in a system.


The UPPAAL Model Checker


Numerous tools are available for model checking. In this section, we shall take
 a closer look at just one of them: The popular UPPAAL tool. We have chosen
 this tool as an introduction to the world of model checkers because we have
 had some personal experience with it, and it appears to be both useful and
 widespread.


UPPAAL consists of an entire tool suite for verification of real-time systems.


It integrates modeling, simulation and model checking. Compared to model
 checking, simulation offers a computationally cheap method of debugging models
 and specifications, and hence these tools supplement each other well.


Normally, UPPAAL models consist of a model of the (continuous) envi-
 ronment and a model of the (discrete) controller program, interacting through
 sensors and actuators. The models are given as timed automata interpreted
 over dense time, i.e. time is represented as a real number. The classical timed
 automata have been extended with, among other features, synchronisation over
 channels.


The query language is a modified version of Computation Tree Logic (CTL),
 a temporal logic that enables one to reason about paths (e.g. for all paths . . .
 or there exists a (maximal) path . . .), thus providing for the formulation of
 reachability constraints. The logic supports temporal operators such asalways,
 eventually andleads to, making it fairly easy to specify both safety and liveness
 properties of the system. The UPPAAL Tutorial [BDL] also shows how it is
 possible to specify bounded liveness properties, i.e. that some state must be
 reached within a fixed time limit.


The model checker works by exploring the state space of the model over the
 symbolic states represented by the constraints. Hence, it suffers from what is
 known as state space explosion: The exponential burden of enumerating and
 analyzing the entire reachable state space. However, in practice, performance
 of the UPPAAL tool appears good, and it has been applied to a number of real-
 world cases with success, including analysis of LEGO Mindstorms programs and
 an audio/video protocol from Bang & Olufsen. In [LP00], its creators boast that
 from 1995-2000, UPPAAL has increased its performance 10-fold every 9 months.


One would expect that in the future, UPPAAL will continue to remain one of
the strongest modeling and validation tools.
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1.2 Contributions


Our main contribution to the area of validation of real-time systems is the
 implementation of a model checker for DC. The model checker is based the an
 article [MF02] by Fr¨anzle, who also provided a prototype. Our efforts have
 been put into making an efficient implementation, while also extending the
 algorithm given and providing formal and informal arguments for its correctness.


In addition, we have given an algorithm for determining a temporal bound for
 a large class of formulas for which bounded validity implies general validity.



1.3 How to Read This Thesis


The next chapter introduces the key notions of model construction, duration
 calculus andSAT solving.


Chapter 3 contains the core algorithm that translates DC formulas to propo-
 sitional or linear constraint satisfiability problems. The algorithm is developed
 in a stepwise manner, while we argue for the improvement made by each step.


Then, Chapter 4 presents some simplifications — both on the DC formulas
 and the constraints to which they are translated — that may help decrease the
 size of the problem.


Chapter 5 states that a particular class of DC formulas has models of elemen-
 tary length in the size of the formula, and gives an algorithm for determining
 that model length. This is important because bounded model checking may be
 used to prove validity of these formulas, not just come up with counter examples
 if the formula is invalid.


In Chapter 6, we introduce the high-level design of the BMC/DCValidator.


Then, in Chapter 7, we go into details with the implementation, which is based
 on the ideas and algorithms of Chapters 3 to 5.


Chapter 8 will go through the extensive functional tests that have been
 performed on the tool, while Chapter 9 presents the results of testing the per-
 formance of the BMC/DCValidator with different combinations of options.


Chapter 10 discusses the results of the project and compares some related
model checking approaches, while Chapter 11 finally offers a conclusion.
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Foundations


This chapter will sketch the foundations on which we build our work: Syntax
 and semantics for the duration calculus logic, unbounded and bounded model
 construction, and the mechanics of SAT solving.



2.1 Duration Calculus


Duration calculus (DC) is a logic for reasoning about real-time systems at a
 high abstraction level, and was introduced in [CHR91] as a result of the ProCoS
 project. It has been applied in numerous case studies, one of which we shall
 use as an example in this report, and as a benchmark of the BMC/DCValidator
 tool.


DC reasons about durations of state assertions. As described in [ZH04],
 states are functions over time. We shall only deal with boolean functions, giving
 us boolean states. Correspondingly, we have chosen a discrete model of time by
 using the natural numbers as time domain. The reason for this choice is that
 DC interpreted over continuous time, i.e. over the real numbers, turns out to
 be undecidable unless the syntax is severely restricted.


First, we will proceed with an example, and then provide a specification of
 the DC syntax and semantics.



2.1.1 Example


As an example of what DC can be used for, we can state the safety requirement
 for the gas burner of Section 1.1.1 on page 2, namely that for any period of
 30 seconds, it must leak at most 5 seconds. A leak is defined as the gas being
 switched on (represented by stategas having the valuetrue) while the flame is
 not burning (represented by stateflame having the valuefalse).


2 `≤30⇒R


gas∧ ¬flame≤5


A DC formula is interpreted over a time interval. The2symbol should be
read as “for all subintervals”. ` gives the length of the interval in question.
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2.1.2 Syntax


In the following, the symbols∈State will denote a state. The syntax of DC as
 we shall use it in this report is:


φ ::= R


S≥1|
 true|false|


¬φ|
 (φ∧φ)|


(φ∨φ)|
 (φ_φ)
 S ::= s|


true|false|


¬S |
 (S∧S)|
 (S∨S)


The formulas generated by φ are DC formulas. First, and foremost, we have
 the duration formulasR


S≥1, stating thatstate assertion Smust hold at least
 one time instant.


The _operator is pronounced “chop”. φ1_φ2indicates the splitting of the
 time interval in whichφ1_φ2must hold into two adjacent subinterval in which
 φ1andφ2must hold, respectively. E.g. the duration formulaR


S1≥1_R
 S2≥1
 states that first S1 must hold for at least 1 time instant, and then S2 must
 hold for at least 1 time instant. Note that this is different from the formula
 RS1 ≥1∧R


S2≥1 in which the two subintervals where R


S1≥1 and R
 S2≥1
 must hold, respectively, may freely overlap.


Formal semantics of the DC formulas shall be given next.



2.1.3 Semantics


We shall use the symbolDC to denote the set of DC formulas. Correspondingly,
 the symbolSAwill denote the set of state assertions.


DC formulas are intepreted overtrajectories. A trajectory is a function in
 Traj def= Time →State → B, i.e. given a time instant it gives a valuation of
 the states. We have chosen to use a discrete representation of time, namely
 Time =N.


DC formulas shall furthermore be interpreted over a specific (closed) time
 interval. A trajectory in combination with a time interval is often referred to
 as anobservation. Now, we will define what it means for an observationρ,[i, j]


withρ∈Traj andi, j∈Timetosatisfya formulaφ∈DC, denotedρ,[i, j]|=φ.


We shall use “iff” as short for “if and only if”.
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 ρ,[i, j] |= true


ρ,[i, j] 6|= false
 ρ,[i, j] |= R


S≥1 iff


j−1_


m=i


I[[S]](ρ(m))
 ρ,[i, j] |= ¬φ iff ρ,[i, j]6|=φ


ρ,[i, j] |= φ1∧φ2 iff (ρ,[i, j]|=φ1)∧(ρ,[i, j]|=φ2)
 ρ,[i, j] |= (φ1∨φ2) iff (ρ,[i, j]|=φ1)∨(ρ,[i, j]|=φ2)
 ρ,[i, j] |= (φ1_φ2) iff ∃m∈Time·m∈[i, j]⇒


(ρ,[i, m]|=φ1)∧(ρ,[m, j]|=φ2)


where I[[S]](σ) ∈ B is an interpretation of the state assertion S given a val-
 uationσ∈State→Bof the states. We can define it as


I[[true]](σ) def= true
 I[[false]](σ) def= false


I[[s]](σ) def= σ(s) fors∈State
 I[[(¬S1)]](σ) def= ¬ I[[S1]](σ)


I[[(S1∧S2)]](σ) def= I[[S1]](σ)∧ I[[S2]](σ)
 I[[(S1∨S2)]](σ) def= I[[S1]](σ)∨ I[[S2]](σ)


We shall say that a trajectory ρ ∈ Traj satisfies φ iff all prefix observations
 ofρsatisfyφ, formally


ρ|=φiff∀t∈Time·ρ,[0, t]|=φ
 A formulaφis said to bevalid iff∀ρ∈T raj·ρ|=φ.


The trajectories satisfying φare commonly referred to as the models of φ.


Correspondingly,φis valid if all trajectories inT rajare models ofφor, in other
 words, if ¬φ has no models. This definition of validity of a DC formula does
 not take us much closer to a decision procedure, as we are dealing with infinite
 trajectories. Fortunately, we can introduce the related concept of finite traces
 and show a close correspondance between the two.


A finitetrace tr∈(State →B)∗ is said to satisfy φwhen there is a corre-
 sponding observation that satisfiesφ. Formally:


tr|=φ iff ∃ρ∈Traj ·


(∀t∈T ime·t∈[0, len(tr)−1]⇒tr(t) =ρ(t))∧
 ρ,[0, len(tr)−1]|=φ


The traces satisfying a formulaφ are referred to as the finite models ofφ.


Lemma 1 of [MF02] states that A DC formula φ is valid iff ¬φ has no finite
 model. To see why this is true, recall that by definition, φ is invalid if there
 exists aρ∈Traj and at∈T imeso thatρ,[0, t]|=¬φ. This corresponds exactly
 to the definition of satisfiability of traces, hence proving the lemma.


The lemma allows us to conclude that if we are able to find a finite trace
satisfying¬φ, we know thatφis invalid. However, we may search infinitely long
for such a trace ifφis valid, so the lemma is no help in this respect. Fortunately,
Chapter 5 on page 54 allows us to determine a bound on the model length for
a large class of DC formulas.
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2.1.4 Extended Syntax


In addition to the syntax given in Section 2.1.2 on page 7, we shall sometimes
 use an extended syntax that contains some useful abbreviations (some of which
 were used in the example in Section 2.1.1).


RS≥n def= R


S≥1_. . . _R
 S≥1


| {z }


ntimes


meaning thatSmust hold
 at leastntime instants
 RS < n def= ¬R


S≥n
 RS≤n def= ¬R


S≥n+ 1
 RS > n def= R


S≥n+ 1
 RS=n def= R


S≥n∧R
 S≤n


`op n def= R


trueop n,op∈ {>,≥,≤, <,=} ` gives the length of the
 time interval


φ⇒ψ def= ¬φ∨ψ


φ⇔ψ def= ((φ⇒ψ)∧(ψ⇒φ))


3φ def= (true_φ_true) stating that φ will hold


for some subinterval (pro-
 nounced “eventuallyφ”)
 2φ def= ¬3(¬φ) stating that φ must hold


for all subintervals (pro-
nounced “alwaysφ”)
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2.2 Model Construction


In this section, we shall describe unbounded and bounded model construction
 for DC. In Appendix B on page 99, the reader may find a brief introduction to
 the complexity classes P, NP, PSPACE and (NON-)ELEMENTARY that are
 referenced in this section.



2.2.1 Unbounded Model Construction


Unbounded model construction is the task of, for some DC formulaφ, to con-
 struct a finite model ofφ, or rule out the existence of a such.


We shall assume a discrete interpretation, i.e. Time=N, as the continuous
 case turns out to be undecidable as referenced in [MF02]. We can show the
 decidability of discrete DC through a reduction to the emptiness problem of
 star-free regular languages that has shown to be decidable. The reduction is
 given below, with R mapping DC formulas φto star-free regular expresssions
 over α def= V → B where V is a superset of the free variables of φ. These
 variables are selected fromState, the set of boolean states.


R[[true]] def= α∗
 R[[false]] def= ∅
 R[[R


S≥1]] def= α∗ ∪s∈S˜


α∗
 R[[¬φ]] def= R[[φ]]


R[[φ∧ψ]] def= R[[φ]]∩R[[ψ]]


R[[φ∨ψ]] def= R[[φ]]∪R[[ψ]]


R[[φ_ψ]] def= R[[φ]]·R[[ψ]]


where ˜S contains the valuations for whichS holds.


We can now prove by induction on the structure of the formulaφthat
 tr|=φiffw∈ LR[[φ]]forwdef= htr(0)|V, tr(1)|V, . . . , tr(len(tr)−1)|Vi
 Basis:


• Caseφ=true


LR[[true]]=α∗ so for alltr,w∈ LR[[true]] andtr|=true.


• Caseφ=false


Trivial, sinceLR[[false]]=∅and¬∃tr·tr|=false.


• Caseφ=R
 S≥1


Recall that the semantics for R


S ≥ 1 gives us that tr |= R


S ≥ 1 iff
 Wlen(tr)−1


t=0 I[[S]](tr(t)). This means that thattr|=R


S≥1 iff∃i·I[[S]](tr(i)),
 giving us thattr |=R


S ≥1 iff w ∈α∗ ∪s∈S˜s


α∗ where ˜S is the set of
 valuations that satisfyS.


Induction:
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• Caseφ=¬ψ


By induction,tr|=ψiffw∈ LR[[ψ]]. The semantics gives us thattr|=¬ψ
 iffw6∈ LR[[ψ]] or, equivalently,tr|=¬ψiffw∈ LR[[ψ]].


• Caseφ=φ1∧φ2


By induction,tr |=φ1 iffw ∈ LR[[φ1]] and tr |=φ2 iff w ∈ LR[[φ2]]. The
 semantics gives us thattr|=φ1∧φ2ifftr|=φ1andtr|=φ2, so conclusively
 we get thattr|=φ1∧φ2 iffw∈ LR[[φ1]]∩ LR[[φ2]]


=LR[[φ1]]∩R[[φ2]].


• Caseφ=φ1∨φ2


Equivalent.


• Caseφ=φ1_φ2


By induction,tr|=φ1iffw∈ LR[[φ1]]andtr|=φ2 iffw∈ LR[[φ2]].


The semantics gives us that tr |= φ1_φ2 iff there exist traces tr1 and
 tr2 with tr being the concatenation oftr1 and tr2 so that tr1 |=φ1 and
 tr2|=φ2. Now,tr|=φ1∧φ2 iffw∈ LR[[φ1]]·R[[φ2]].


The reduction from validity of DC formulas to emptiness of regular lan-
 guages that was given above generates a star-free regular expression of size at
 most 2|free(φ)||φwherefree(φ) denotes the free (state) variables ofφ. However,
 since checking emptiness of regular languages is non-elementary, we have hereby
 shown that the checking validity of a DC formula isdecidable, andat most non-
 elementary. Now, we shall show that it is also at least non-elementary, using
 a reduction from emptiness of extended regular languages to deciding existence
 of a finite model to a DC formula, since it is known that the emptiness problem
 of extended regular languages is non-elementary.


The mapping F from exended regular expressions re to DC formulas is
 given below, with the alphabet of the regular expressions being α= V → B,
 andV ⊂Statebeing finite. The lettersa∈αare encoded as duration formulas
 with a state assertionSa and a bound on the model length by` <2. The state
 assertionSa is:


Sa def


= ^


u ∧ ^


¬v


u∈V, v∈V,


a(u)=true a(v)=false


A wordw=hw1, . . . , wni ∈α∗ will be encoded by finite tracestr that first
 satisfySw1, thenSw2 etc.


F[[a]] def= R


Sa ≥1∧` <2
 F[[re1∩re2]] def= F[[re1]]∧F[[re2]]


F[[re1·re2]] def= F[[re1]]_F[[re2]]


F[[re1]] def= ¬F[[re1]]


The bound on the model length imposed when translating a ∈ α is nec-
 essary to be able to conclude that tr |= F[[re]] only if w ∈ Lre for w ∈
 htr(0)|V, . . . , tr(len(tr)−1)|Vi.


We shall omit the proof, as the construction is quite similar to the “reverse”


reduction, and a proof by induction could be given in the same manner as above.
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2.2.2 Bounded Model Construction


It should be apparent from Section 2.2.1 that checking validity of DC formu-
 las using unbounded model construction poses severe problems due to its non-
 elementary complexity.


Instead, we shall introducebounded model construction (BMC), defined as
 the problem of, given a DC formula φ and a bound on the model lengthk to
 assign to φ a model of length at most k iff such a model exists. In short, we
 shall refer to an instance of the BMC problem as BMC(φ, k).


In [MF02], Fr¨anzle states that: For each k≥1, BMC(φ, k) is NP-hard in


|φ|and proves it by a simple reduction of satisfiability of propositional formulas
 to satisfiability of DC formulas by noting that a propositional formula S is
 satisfiable if and only if R


S≥1 is satisfiable fork≥1.


To show that BMC belongs to the complexity class NP, [MF02] gives a
polynomial reduction to propositional logic, as satisfiabiliy of propositional logic
is NP-complete. We shall not repeat this reduction here, as a modified version
of the encoding into propositional logic is described in Chapter 3 on page 16,
forming the core of the BMC/DCValidator tool.
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2.3 SAT Solving


We shall later (in Chapter 3 on page 16, to be precise) show how one may
 validate DC formulas by translating them to constraint systems and solving
 these. This section shall present the basics of how such systems are solved,
 because this provides a foundation for understanding the effect that different
 options available for the translation in Chapter 3 will have on the time required
 to solve the constraint system that the translation results in.



2.3.1 Some Definitions and Notation


First, we must introduce some terms that will be used in the following. Most
 definitions has been taken from [FH03]: A literal xi is a signed propositional
 variable. A propositional clause is a disjunction of literals x1∨x2∨. . . xn. A
 linear threshold clause is an inequality of the forma1x1+a2x2+. . .+anxn≥n
 where the ai ∈ N\ {0} are the weights of the literals and the n ∈ N is the
 threshold. Linear threshold clauses are also known aszero-one linear constraints
 and we will often speak of zero-one linear constraint systems (ZOLCS)which
 are conjunctions of such constraints. Generally, we shall use the termsconstraint
 andclause interchangeably.


A valuation σ is a total function V total→ B from the set of propositional
 variables V to boolean valuesB. We shall also speak of apartial valuation ρ
 which is a partial functionV part→ B.


SAT solving is the satisfiability checking of a system of clausesP, be that
 either propositional clauses or linear threshold clauses.


A valuation σ satisfies a conjunction of clauses P, denoted σ |= P, iff σ
 satisfies each of the clauses of P. A partial valuationρis said to beconsistent
 for P iff there exists an extension of ρ to a valuation σ that satisfies P, and
 inconsistent forP otherwise. We shall also say thatρsatisfiesP, denotedρ|=P
 iff all extensions of ρto a total valuationσ satisfyP.


σsatisfies a linear threshold clausea1x1+a2x2+. . . anxn≥niffa1χσ(x1) +
 a2χσ(x2) +. . .+anχσ(xn)≥nwhereχσ∈V →Bis defined as


χσ(x) = 0 ifσ(x) =false
 χσ(x) = 1 ifσ(x) =true
 χσ(¬x) = 1 ifσ(x) =false
 χσ(¬x) = 0 ifσ(x) =true



2.3.2 DPLL Algorithm


The core of most contemporary SAT solvers is the Davis-Putnam-Loveland-
 Logemann (DPLL) algorithm that was presented in [DLL62], extending [DP60].


When checking the satisfiability of a propositional formulaP, the algorithm
 proceeds by extending a partial valuationρuntil it either becomes a total valua-
 tion that satisifiesP, orρturns out to be inconsistent forP. ρmay be extended
 through eitherunit resolutionordeduction steps, the latter being a more or less
 random1 assignment of a truth value to one of the unassigned variables. These
 assignments may later be reversed throughbacktracking if they turn out to be
 inconsistent.


1Naturally, heuristics are available.
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 The algorithm works as follows:


1. First, the solver performs unit resolution in which it searches for unit
 clauses in P. A unit clause in CNF is a clause in which all of the liter-
 als have been assigned the valuefalse, except for one unassigned literal,
 referred to as the unit literal. The corresponding variable must conse-
 quently be assigned the value true if the literal has positive sign, and
 false otherwise. The issue of unit clauses in ZOLCS will be addressed in
 Section 2.3.3.


2. When unit resolution can no longer proceed, the solver searches for the
 existence of anyconflicting clauses in P. A conflicting clause is a clause
 all of whose literals are assigned the value false. This means that ρ is
 inconsistent forP.


3. If a conflicting clause is found, backtracking is begun. It reverses the last
 assignment made in a decision step and the assignments made by unit
 resolution as a consequence of this choice. Some versions of the algorithm
 usenon-chronological backtracking, meaning that it is not necessarily the
 last assignment that is reversed.


4. If no conflicting clauses were found, adecision step is taken. In this step,
 an unassigned variable is selected and is assigned a truth value. Heuristics
 are available for determining the variable to select and the value it should
 be given.


The algorithm terminates when either


a) ρhas been extended to a total valuationσ that satisfiesP, or,


b) All decision variables have been assigned both truth values, without lead-
 ing to a solution.



2.3.3 SAT Solver Input Formats


We shall consider two input formats for the SAT solver: CNF and ZOLCS.


Often, we will also refer to the CNF format as DIMACS since this is the name
 of the ASCII encoding of CNF.


The SAT solver can process an input in CNF in a straightforward manner
 using the DPLL algorithm described in Section 2.3.2 on the preceding page. The
 drawback of CNF is that a propositional formulaP can grow exponentially in
 size when rewritten to CNF. Algorithms (e.g. as given in [PG86]) are available
 that construct a CNF that isO(|P|) where|P|is the size ofP measured as the
 number of subformulas in P. In turn, such schemes generate O(|P|) auxiliary
 variables which can give an exponential increase in the size of the search tree
 for backtracking.


The ZOLCS format allows for a more concise representation that can lower
 the number of auxiliary variables and constraints needed to describe a problem.


Using this format requires some changes to the DPLL algorithm. These changes
 were first suggested by Barth in [Ba95].


We have previously described how unit clauses in P force the value of the
unit literal to true. This is also calledpropagating the assignment of the unit
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 literal. In ZOLCS, the condition is not that all of the other literals must have
 the value false, but rather that the sum of the coefficients of the literals whose
 value istrue or unassigned cannot reach the threshold without addition of the
 coefficient of the literal in question. Note that a ZOLCS equation may propagate
 more than one literal, as in 1x1+ 1¬x2+ 3x3≥4 that propagates¬x2 and x3


whenx1has been assigned the value false.



2.3.4 HySat


Our tool for DC validation shall integrate with HySat, a bounded model checker
 for hybrid systems by Fr¨anzle and Herde [FH04]. Its core is a pseudo-boolean
 SAT solver implementing the DPLL algorithm in combination with a linear
 programming package, allowing it to support a mixture of zero-one linear con-
 straints and guarded linear constraints, i.e. constraints over the real variables.


HySat employs a number of optimisations for bounded model checking (BMC)
 by letting the SAT solver exploit the symmetry of the SAT problems generated
 by BMC frontends. The symmetry arises from isomorphic constraints over dif-
 ferent time intervals.


We shall not take advantage of HySat’s ability to handle hybrid systems but
only of its efficiency on the type of SAT problems that we will generate.
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DC → SAT Translation


In the following, we shall describe how we translate a DC formula to a SAT
 problem that is satisifiable if and only if the DC formula is. First, we present
 a simple version of the algorithm and prove its correctness. Then, a number of
 improvements are added in an incremental fashion and argued informally for.


The algorithm is shown in full in Appendix C on page 101.



3.1 Initial Remarks


When describing the translation, we shall consider occurrences of formulas
 rather than the formulas themselves, so that when P occurs multiple times
 in a larger formula such as in the formulaP∧ ¬P, we shall treat the two occur-
 rences ofP independently. In the following, when we speak of “a formulaP”
 we actually mean “an occurrence of the formulaP”.


We shall not deal explicitly with the constructs presented in Section 2.1.4 on
 page 9 covering the extended DC syntax, as rules have been given for rewriting
 those to the basic syntax. E.g. the reader should imagine that formulas of type
 p ⇒ q are rewritten into¬p∨q and that formulas of type p ⇔ q have been
 rewritten to (¬p∨q)∧(p∨ ¬q), now containing two occurrences ofpandq.



3.2 Tseitin Variables


The key idea of the algorithm is to use auxiliary propositional variables to de-
 scribe the truth value of DC (sub-)formulas on given intervals. Signed variables
 will be termedliterals. We will use the symbolsLitDC andLitSAto denote the
 set of literals representing DC and SA formulas, respectively. The symbol Lit
 will denote the union ofLitDC andLitSA.


Specifically, a literal [φ]i,j ∈ VarDC will represent the truth value of DC
 formula φ on interval [i, j[. Our implementation must ensure unique literals
 [φ]i,j for all DC formulas φ and indices i, j ∈ Time where i ≤ j. Similarly,
 literal [S]i∈LitSAwill represent the truth value of state assertionSon interval
 [i, i+ 1[. These literals must also be unique and not collide with the variables
 for the DC formulas.


The idea of introducing such literals stems from Tseitin [Tse68] who showed
that the complexity of rewriting propositional satisfiability problems to CNF
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 can be reduced to linear time by this method.



3.3 Initial Construction of a SAT Problem


In the following, we shall term our translation scheme tkDC ∈ Lit where Lit
 denotes the set of boolean combinations of the literals inLit.


To obtain a SAT problem that is satisfiable if and only if the DC formula
 is, we must generate constraints in the form of “definitions” of the literals to
 ensure their correspondance. E.g. the value of [φ1∧φ2]0,2 depends on [φ1]0,2


and [φ2]0,2as follows:


[φ1∧φ2]0,2⇔[φ1]0,2∧[φ2]0,2


So in the general case of a conjunction of DC formulas, we must therefore
 add constraints


[φ1∧φ2]i,j⇔[φ1]i,j∧[φ2]i,j


for all i ∈ {0, . . . , k}and j ∈ {i, . . . , k}, as well as constraints describing φ1


andφ2by defining the literals of type [φ1]i,j and [φ2]i,j. Hence, our translation
 schemetkDC should be recursive over the DC formulas.


For conjunctionsφ1∧φ2, we then get
 tkDC[[φ1∧φ2]] = tkDC[[φ1]]∧tkDC[[φ2]]∧ ^


i∈{0,...k}


j∈{i,...,k}


([φ1∧φ2]i,j⇔[φ1]i,j∧[φ2]i,j)


The case for disjunctions φ1∨φ2 is equivalent. In a similarly straightforward
 way, we can handle negations¬φ1:


tkDC[[¬φ1]] = tkDC[[φ1]]∧ ^


i∈{0,...k}


j∈{i,...,k}


([¬φ1]i,j⇔ ¬[φ1]i,j)


For the chop modality, the setting is slightly more difficult. φ1_φ2 holds on
 interval [i, j[ if and only if we can find a point m ∈ Time with i≤ m≤j so
 that φ1 holds on interval [i, m[ and φ2 holds on interval [m, j[. So [φ1_φ2]i,j


must be true if and only if∃m∈ {i, . . . , j} ·[φ1]i,m∧[φ2]m,j, leading to
 tkDC[[φ1_φ2]] = tkDC[[φ1]]∧tkDC[[φ2]]∧


^


i∈{0,...k}


j∈{i,...,k}


[φ1_φ2]i,j⇔
 _j
 m=i


[φ1]i,m∧[φ2]m,j


!


As defined in Section 3.2 on the page before, the literal [S]i represents the
 truth value of state assertionSon observation interval [i, i+1] fori∈ {0, . . . , k−


1}.


So, fori∈ {0, . . . , k−1}andj∈ {i+ 1, . . . , k}we must require that
 [R


S≥1]i,j⇔[S]i∨[S]i+1∨. . .∨[S]j−1
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 If the interval is of length zero, naturally the duration of any state assertion
 cannot be greater than or equal to one, so


∀i∈ {0, . . . , k} · ¬[R


S≥1]i,i


Summing up, we get


tkDC[[R


S≥1]] = tkSA[[S]]∧ ^


i∈{0,...k−1}


j∈{i+1,...,k}


[R


S ≥1]i,j⇔Wj−1
 m=i[S]m


∧


^


i∈{0,...k}


¬[R


S≥1]i,i


where tkSA translates state assertions similarly to the translation presented for
 DC formulas.


The translation tkDC generates no definitions when encountering a DC for-
 mulatrueorfalse. Instead, we once and for all generate a literal [true] and
 define it so that the SAT problem is satisfiable only if the value of this literal is
 true. Then, when e.g. [true]i,j is referenced, the generic literal [true] is used.


The valuefalseis simply represented as¬[true].


Finally, we must require that the SAT problem is satisfiable only when the
 value of one of the literals representing the formula itself on a prefix of the
 observation interval [0, k] is true. So if we term our main translation function
 BM C we get that


BM C[[φ, k]] =tkDC[[φ]]∧
 _k
 i=0


[φ]0,i


!


∧[true]


The algorithm is listed in full in Appendix C.1 on page 102.
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3.4 Correctness of Translation Algorithm



3.4.1 Main Theorem


We want to show


Theorem 1 A DC formulaφhas a model of length at mostkiffBMC(φ, k)is
 satisfiable.


First, we will need to establish and prove a number of lemmas, which will be
 done in Section 3.4.2. In Section 3.4.3 on page 35 we shall finally prove Theorem
 1.



3.4.2 Proving Some Necessary Lemmas


It should be quite obvious that we shall need separate lemmas to express prop-
 erties of the state assertions, and that these lemmas will be used in the proofs
 of the lemmas regarding DC formulas.


Our first approach at constructing this proof was naively based on just two
 lemmas (one for SA and one for DC formulas) of the type


There exists a trajectoryρsuch that ρ,[i, j]|=φiff
 tk[[φ]]∧[φ]i,j∧[true] is satisfiable


A straightforward proof by induction rather quickly was established for the cases
 oftrue,false,R


S≥1 (using on the lemma for state assertions),φ1∧φ2,φ1∨φ2


and φ1_φ2. But for ¬φ1 problems arose: If we assumed that ρ,[i, j] |= ¬φ1


then we knew that ρ,[i, j]6|= φ1 but had no chance of proving that there did
 not exist some other trajectory ρ0 for whichρ0,[i, j] |= φ1. The conclusion of
 this was, unfortunately, that a much more complicated set of lemmas had to
 be constructed. The heart of these lemmas is the use of functions, building on
 valuations and trajectories, so that the proofs may be about function values and
 not require existential quantifiers.


First, we will state and prove the lemmas regarding state assertions. Then,
 we will state and prove the lemmas regarding DC formulas, with the majority
 being similar to the lemmas on state assertions. Keep in mind that the goal is
 still to show the close correspondance between interpretation and satisfiability


— the path is just not as straightforward as in the original idea!


Lemmas Regarding State Assertions
 We shall begin by defining a function


ˆ


σ ∈LitSA→B
 that extends


σ∈State→B


to give the value of a literal representing the value of a state assertion at a given
 time instant. Remember that by definition [true]i = [true] and [false]i =


¬[true].
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ˆ


σ([true]) = true
 ˆ


σ([s]i) = σ(s) fors∈State
 ˆ


σ([¬S]i) = ¬ˆσ([S]i)
 ˆ


σ([S1∧S2]i) = σ([Sˆ 1]i)∧σ([Sˆ 2]i)
 ˆ


σ([S1∨S2]i) = σ([Sˆ 1]i)∨σ([Sˆ 2]i)


Furthermore, we shall extend ˆσ to ˆσ ∈ LitSA → B giving the value of
 boolean combinations of the propositional variables:


ˆ


σ(true) = true
 ˆ


σ(false) = false
 ˆ


σ([S]i) = σ([S]ˆ i)
 σ(¬e) =ˆ ¬ˆσ(e)
 ˆ


σ(e1∧e2) = σ(eˆ 1)∧σ(eˆ 2)
 ˆ


σ(e1∨e2) = σ(eˆ 1)∨σ(eˆ 2)
 The following Lemma indicates that ˆσ is well-defined:


Lemma 1 σ(eˆ 1) = ˆσ(e2)implies σ(eˆ 1⇔e2) =true.


Proof:


Assume ˆσ(e1) = ˆσ(e2).


ˆ


σ(e1⇔e2) (1)= ˆσ((¬e1∨e2)∧(e1∨ ¬e2))


(2)= ¬ˆσ(e1)∨σ(eˆ 2)


∧ σ(eˆ 1)∨ ¬ˆσ(e2)


(3)= true
 with the following arguments:


(1) By definition of the ’⇔’ operator
 (2) By definition of ˆσ


(3) Using the assumption that ˆσ(e1) = ˆσ(e2)


In the following, we shall use the symbol tkSA,i[[S]] to denote the constraints
 of the translation tkSA[[S]] that regard variables with index i. By definition,
 tkSA[[S]] =Vk.1


i=0tkSA,i[[S]].


The next Lemma states the correctness of thetkSA,i translation with respect
to ˆσ:
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Lemma 2 σ(tˆ kSA,i[[S]]) =true
 Proof:


We shall establish a proof by structural induction onS.


Basis:


• CaseS=true:


ˆ


σ(tkSA,i[[true]]) (1)= ˆσ(true)


(2)= true
 with the following arguments:


(1) By definition oftkSA,i
 (2) By definition of ˆσ


• CaseS=false:


Equivalent.


• CaseS=sfors∈State:


Equivalent.


Induction:


• CaseS=¬S1:
 ˆ


σ(tkSA,i[[¬S1]]) (1)= σ tˆ kSA,i[[S1]]∧([¬S1]i⇔ ¬[S1]i)


(2)= σ tˆ kSA,i[[S1]]


∧σˆ([¬S1]i⇔ ¬[S1]i)


(3)= σˆ([¬S1]i⇔ ¬[S1]i)


(4)= true
 with the following arguments:


(1) By definition oftkSA,i
 (2) By definition of ˆσ
 (3) By induction


(4) Using Lemma 1 since by definition of ˆσ we have that
 ˆ


σ([¬S1]i) =¬ˆσ([S1]i) = ˆσ(¬[S1]i)


• CaseS=S1∧S2:
 ˆ


σ(tkSA,i[[S1∧S2]]) (1)= σ(tˆ kSA,i[[S1]]∧tkSA,i[[S2]]∧
 ([S1∧S2]i ⇔[S1]i∧[S2]i))


(2)= σ(tˆ kSA,i[[S1]])∧σ(tˆ kSA,i[[S2]])∧
 ˆ


σ([S1∧S2]i⇔[S1]i∧[S2]i)


(3)= σˆ([S1∧S2]i⇔[S1]i∧[S2]i)


(4)= true
with the following arguments:
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 (1) By definition oftkSA,i


(2) By definition of ˆσ
 (3) By induction


(4) Using Lemma 1 since by definition of ˆσ we have that
 ˆ


σ([S1∧S2]i) = ˆσ([S1]i)∧σˆ([S2]i) = ˆσ([S1]i∧[S2]i)


• CaseS=S1∨S2: Equivalent.


Then, we must show a connection between the semantic interpretation of S,
 I[[S]](σ), with valuationσ, and the value of ˆσ(S):


Lemma 3 I[[S]](σ) =true iff ˆσ([S]i) =true


Proof:


We shall prove Lemma 3 by structural induction onS.


Basis:


• CaseS=true:


ˆ


σ([true]i) (1)= σ([true])ˆ


(2)= true


(3)= I[[true]](σ)
 with the following arguments:


(1) By definition of [true]i


(2) By definition of ˆσ
 (3) By definition ofI


• CaseS=false:


Equivalent.


• CaseS=sfors∈State:


ˆ


σ([s]i) (1)= σ(s)


(2)= I[[s]](σ)
 with the following arguments:


(1) By definition of ˆσ
(2) By definition ofI
Induction:
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• CaseS=¬S1:


σ([¬Sˆ 1]i) (1)= ¬ˆσ([S1]i)


(2)= ¬I[[S1]](σ)


(3)= I[[¬S1]](σ)
 with the following arguments:


(1) By definition of ˆσ
 (2) By induction
 (3) By definition ofI


• CaseS=S1∧S2:
 ˆ


σ([S1∧S2]i) (1)= σ([Sˆ 1]i)∧ˆσ([S2]i)


(2)= I[[S1]](σ)∧ I[[S2]](σ)


(3)= I[[S1∧S2]](σ)
 with the following arguments:


(1) By definition of ˆσ
 (2) By induction
 (3) By definition ofI


• CaseS=S1∨S2:
 Equivalent.


Given a valuation ξ ∈ Lit → B and i ∈ Time, we shall define a function


←


ξ, that creates a corresponding trajectory.


←


ξ (i)(s) =ξ([s]i) fors∈State
 Then, we may state the following Lemma:


Lemma 4 If ξ satisfies tkSA,i[[S]]∧[true]thenξ([S]i) =←[
 ξ (i)([S]i)
 Proof:


We shall prove Lemma 4 by structural induction onS.


Basis:


• CaseS=true:


ξ([true]i) (1)= ξ([true])


(2)= true


(3)= ←[


ξ (i)([true])
with the following arguments:
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