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Abstract


The goal of this thesis is the design, implementation and evaluation of a real-
time multicore audio processing platform. We propose a set of techniques and
rules that allow multiple audio effect tasks distributed among the cores in the
system to communicate and synchronize efficiently, given the constrained time
requirements of real-time audio processing. The T-CREST platform has been
used for the implementation. T-CREST is a time-predictable multi-processor
platform for real-time embedded systems. The proposed solution allows mul-
tiple audio effects with different sample processing rates and communication
requirements to be integrated in the same platform, using a network-on-chip
for interconnection. We finally present the evaluation of the system, showing
results that demonstrate its correct functionality under temporally constrained
environments. A discussion on the implementation and results is also provided.
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This thesis was prepared at the Department of Applied Mathematics and Com-
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 the initial version of the audio interface for Patmos. Another DTU course that
 is related to this thesis is ’Audio Information Processing Systems’, which I took
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 provided me with valuable knowledge in algorithms for audio signal processing.


This thesis presents and discusses the design and implementation of the real-
 time multicore audio processing platform. The report is structured with an ever
 increasing level of detail. First of all, an overview of the digital audio processing
 algorithms and the T-CREST platform is given, which is the one used for the
 implementation. After that, the improvements done to the audio interface are
 presented. The design and implementation are described next: first, the audio
 effects are treated individually, and then solutions are proposed for the inte-
 gration and synchronization of multiple effects in the multi-processor platform.


Afterwards, various aspects of the work are evaluated, showing numerical results
to prove the correct functionality of the system in different ways. Finally, the
results are discussed and the thesis is concluded.
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Chapter 1



Introduction


This chapter introduces the work presented in this thesis. It provides an overview
 on the main topics that are related to the project and presents the outline of
 the thesis.


Multicore platforms are becoming more and more common for audio processing
 applications, due to the improvement in computation performance that they
 provide. Some examples of this are audio software environments that run on
 multi-processor computers, or embedded audio multicore Digital Signal Proces-
 sors (DSP) the are found in many applications, such as hearing aids or portable
 mobile devices. In this work, we focus in real-time audio processing applica-
 tions, which means that the processing must be applied within an interval of
 time that ensures that the delay of the signal is imperceptible for the human
 ear. This requires that the temporal behavior of the processing platform must
 be completely predictable in order to provide time guarantees.


The work presented in this thesis is addressed to network-on-chip based mul-
ticore platforms for real-time systems. An example of this is the T-CREST
platform, which is under continuous development by the Technical University
of Denmark. This is the platform chosen for the implementation of the audio
processing system, currently running on an Altera DE2-115 FPGA board.
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1.1 Multicore Platforms for Audio Processing


Multicore platforms appear to be a feasible way to increase computational power
 in many applications, due to the heat dissipation and clock rate limitations of
 single core processors. Multi-Processor System-On-Chips (MP-SoC) enable the
 integration of various Intellectual Property (IP) cores on the same chip. These
 IPs could be conventional processors, DSPs or hardware accelerators, as well as
 I/O devices. Some of these IP cores, such as DSPs or Graphics Processing Units
 (GPU), are very common in audio processing systems, because they provide a
 considerable speed-up in the typical operations required in audio computation,
 such as memory access instructions or arithmetic operations [1].


As the amount of computational resources in the system increases, more paral-
 lelism is available, which can be exploited by performing concurrent processing
 operations. Audio signals are processed in the digital domain as a stream of
 samples. In many cases, algorithms have sequential dependencies, which limit
 the amount of concurrent operations that can be performed. However, there
 are many ways to take advantage of the parallelism provided by multi-processor
 platforms.


One possible way to exploit this parallelism is to distribute the processing of
 an algorithm with high computational requirements into threads that can be
 concurrently executed on different cores. Another possible way is to use many
 processors to compute individual algorithms simultaneously, which is exactly
 what has been done in the work presented in this thesis. The individual pro-
 cessing algorithms correspond to audio effects that are very common in music
 applications, such as filters, delay lines, modulation effects or waveshaping tech-
 niques. These effects are connected to each other forming sequential or parallel
 chains, and the processing is distributed among the computational resources
 available in the platform.



1.2 Network-on-Chip Based Multicore Platforms


One of the main challenges of multi-processor systems is to accomplish optimal
interconnection between the components in the platform. In some cases, the
interconnection element can decrease the performance of the platform consid-
erably. Traditionally, a shared bus has been used for communication by all the
components in the system, which could represent a bottleneck when the commu-
nication requirements are high, due to the limited bandwidth and concurrency.
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To overcome these restrictions, Networks-on-Chips (NoC) are used, which offer
 flexibility and parallelism in intercommunication, as individual channels are
 available between IP cores, depending on the requirements of the application.


An example of a multicore platform based on a NoC is shown in Figure 1.1.


Here, its basic components are shown, which are the Network Interfaces (NI),
 routers (R) and links. Packets of data can be transferred between cores through
 the NoC. The NIs allow the IP cores to send and receive data through the NoC.


The routers exchange data between them through the links, depending on the
 path of packets from source to destination.


NI


R



IP
 NI

R



IP


R R


NI NI



IP IP


Figure 1.1: Overview of a multicore platform with a set of IP cores, which
 exchange data using a NoC (shown with a colored background).


The NIs and the routers are the components of the NoC, together
 with the links between routers.


The usage of the NoC is essential in the implemented audio processing archi-
 tecture, as the communication requirements of the system rely strictly on this
 component to achieve real-time processing.



1.3 Real-Time Audio Processing


Some audio applications use off-line processing: in this case, the full audio signal
 to be processed has been previously stored in some kind of memory system, and
 there are no strict requirements of the time it takes to process. This is not the
 case in real-time audio applications, where processing is done immediately as
 the stream of samples is input into the system, and the resulting stream must be
 output within a time interval that is perceived as instantaneous by the human
 ear. Some possible examples of real-time audio systems are hearing aids, digital
 audio communication systems such as streaming applications, or music effects.


The presented work focuses on the latter.


In order to provide real-time guarantees, the system must have a predictable



(16)temporal behavior. In this sense, the concept of Worst-Case Execution Time
 (WCET) becomes crucial, which is the maximum possible time taken for a task
 to execute. The platform used for processing must be designed in a way that
 WCET is predictable and within an acceptable interval of time. The multicore
 platform used here, T-CREST, is optimized for hard real-time systems, as it
 provides resources and tools for analysis and reduction of WCET.



1.4 Source Access


The full code related to this project can be found in the T-CREST1 collection
 of GitHub repositories. In particular, the code is distributed in the Patmos2
 and Aegean3 repositories.


In the first one, an audio library,libaudio4, is found, which contains the C source
 code related to the audio effects. This library also contains a README file,
 which explains how to run audio applications on the FPGA board.


In the second one, a folder containing descriptions of some example audio appli-
 cations is found, calledaudio apps5. AREADME file is also found here, where
 the steps required to run these example applications in the board are explained.



1.5 Thesis Outline


The work presented in this thesis is the design, implementation and evaluation
 of a real-time multicore audio processing platform, based on a Network-on-Chip.


For this, a set of audio effects has been implemented following conventional algo-
 rithms. The effects are then merged together in the multicore platform, forming
 chains of effects that are connected to each other. The thesis is structured as
 follows:


• Chapter 2 introduces some fundamental concepts of digital audio, and
 presents the main DSP algorithms for audio processing used in this project.


1https://github.com/t-crest


2https://github.com/t-crest/patmos


3https://github.com/t-crest/aegean


4https://github.com/t-crest/patmos/tree/master/c/libaudio


5https://github.com/t-crest/aegean/tree/master/audio_apps
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• Chapter 3 presents the T-CREST platform and overviews its tools and
 components, focusing on the most relevant ones for this work.


• Chapter 4 recalls the audio interface for the Patmos processor that was
 previously designed, and explains the improvements done with the addi-
 tion of input/output buffers.


• Chapter 5 presents the implementation of the individual audio effects in
 the Patmos processor, discussing the main design considerations.


• Chapter 6 explains the rules designed and followed in this project for the
 correct synchronization of multiple audio effects, which are mapped to
 different cores and form audio effect chains.


• Chapter 7 describes the implementation of the multicore audio processing
 platform on T-CREST.


• Chapter 8 verifies the different parts of the implementation, showing nu-
 merical results. It also provides discussion on some aspects of the system.


• Chapter 9 concludes the thesis.


• Appendices A, B and C contain some code listings related the audio in-
terface (Chapter 4), the individual effects (Chapter 5) and the multicore
implementation and evaluation (Chapters 7 and 8) respectively.
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Digital Audio Signal Processing Algorithms


This chapter provides background about the digital signal processing algorithms
 that have been used in this project to implement the audio processing effects.


Section 2.1 briefly introduces the fundamentals of digital audio signal processing,
 and its most important parameters are explained. After that, Section 2.2 classi-
 fies and explains the algorithms used to create audio effects, showing signal-flow
 graphs for a better understanding. Finally, Section 2.3 presents the architecture
 of common DSP processors.



2.1 Fundamentals of Digital Audio


Sound can be described as a variation of pressure that propagates as a mechani-
cal wave through a medium, typically air. Humans perceive these vibrations on
their ears, and can hear them if the oscillation frequency is between 20Hzand
20kHz approximately. Sound waves are referred to as acoustic signals in the
mechanical domain. Sound pressure level is typically measured in a logarithmic
scale using the Decibel (dB) unit, considering a reference pressure level which
is usually 20µP on air. This value is known to be the lower audible threshold



(20)of the human ear. This is shown in Equation 2.1.


Lp= 20log10 p
 pref


[dB] (2.1)


In the electrical domain, however, sound waves are called audio signals. There-
 fore, a digital audio signal can be defined as a representation of sound in the
 digital domain.


The components that can be found in digital audio systems are the following:


• Acoustic-to-electric transducer, e.g. a microphone


• Analog-to-digital converter (ADC)


• Digital audio signal processing system


• Digital-to-analog converter (DAC)


• Electric-to-acoustic transducer, e.g. a loudspeaker


Not all audio systems need to contain all the parts mentioned above: for in-
 stance, a digital synthesizer might only contain the last 3 parts mentioned: a
 digital audio system which creates the sound, a DAC and a loudspeaker. Alter-
 natively, a digital audio recorder will only contain the first 3 parts mentioned:


a microphone, an ADC and a processing system to store the audio signal in a
 memory.


In order to treat signals in the digital domain, they need to be sampled. Two
 of the most important parameters of digital audio are the sampling frequency
 and the resolution.


• The sampling frequency sets the amount of audio samples used per
second, represented in Hertz (Hz). In order for the audio signal to be
represented correctly, the sampling frequency needs to satisfy the Nyquist
theorem [2, Chapter 2.5], which specifies the minimum sampling frequency
as double the bandwidth of the signal. As explained before, the maximum
frequency of audio signals is 20 kHz, therefore the Nyquist frequency is
40 kHz. Standard sampling frequency values found in the industry are
44.1 kHzor 48 kHz, and the latter is used in this project. Some higher
quality systems use values up to 192 kHz.



(21)2.1 Fundamentals of Digital Audio 9


• Theresolutionspecifies the amount of bits used to represent each sample.


Depending on the resolution value,quantizationmight need to be done,
 which is the process of mapping each audio sample to the closest value that
 can be represented in a given resolution. The higher the resolution, the
 less quantization error when converting the signal from analog to digital.


A standard value is 16-bit resolution, which is used in this project. If
 higher quality is needed, 24-bit or 32-bit resolutions can be used. The
 resolution is also directly related to the dynamic range of the digital audio
 signal, which will increase with a higher resolution value.


These two parameters are very important as they are directly related to the
 quality of the audio signal. Too low sampling frequencies will result in a loss of
 information contained in the higher frequencies of the audio spectrum. Low res-
 olution values will lead to bigger quantization errors and will introduce audible
 noise. A clear example of this are old video game sounds, which used 8-bit to
 12-bit audio. On the other hand, high sampling frequency or resolution values
 will improve the signal quality, with the drawback of needing more storage space
 and higher processing power.


Sampling frequency and resolution are also important parameters for the ADC
 and DAC, as they will be more complex and expensive if they need to operate
 at high values.


It is important to remind that most audio processing systems are stereo, which
 means they have left and right input and output channels. The system imple-
 mented in this project is also an stereo audio processor: that is why, in this
 document, when an audio sample is mentioned, it actually corresponds to two
 16-bit samples, for the left and right channels.


The power of an audio signal in the digital domain is measured in a logarithmic
 scale as well, but the equation is different to the one used for mechanical sound
 pressure level: the difference is that the reference value is not the lower threshold
 of the audible range, but it is the maximum value that can be represented in the
 digital domain for a given resolution. The unit for this measurement is called
 dBF S(Decibels relative to Full Scale). For example, for a given resolution ofn-
 bits, the audio signal can be have a maximum value of 2n−1(for a signed signal).


For the correct representation, the values must always be kept under this limit,
 which corresponds to 0dBF S(so all values must be negative). Therefore, for a
 given sampleiof an audio signalx, the amplitude level can be defined as shown
 in Equation 2.2.


LF S(i) = 20log10 xi


2n−1 [dBF S] (2.2)



(22)The equation above gives the peak (instantaneous) value. However, it is very
 common to use RMS amplitude values instead, which are calculated over a
 window of samples, and give a much more realistic value of the loudness of an
 audio signal.


Finally, another parameter which acquires a great importance in real-time audio
 signal processing is the latency, which can be defined as the time measured
 between the instant when an audio sample is input to the system, and the point
 in time when it is output. The latency can be measured either in time units
 (usuallyms) or in samples, for a given sampling frequency. In real-time audio, it
 is extremely important to keep this value within a certain time interval so that
 the output audio signal can be perceived as instantaneous at all times. This
 topic is further discussed in Subsection 5.1.2, and an estimation of a tolerable
 latency interval is given.



2.2 Digital Audio Effects


In this section, some digital audio signal processing algorithms are classified
 and explained. A high level of abstraction is used to describe them (not any
 specific software or programming language). The algorithms explained here are
 important because they provide a theoretical overview of the digital audio ef-
 fects implemented in this project, which will be presented in Chapter 5. Most
 of the algorithms used follow different chapters of [3], so the reference to each
 corresponding chapter is provided in the beginning of each subsection. Subsec-
 tion 2.2.6 comes at the end of this section, showing how the audio effects can
 be connected to each other.



2.2.1 Classification


Audio effects can be classified in many ways [3, Chapter 1]: for example, a per-
 ceptual classification can be used to describe how humans hear them in terms
 of rhythm, pitch, loudness, etc. In this project, however, a technical classifica-
 tion is more suitable, depending on the algorithms used for the implementation.


This classification results in many different groups, but only some of them are
 used in this project. They are the following:


• Filters and delays


• Modulation effects
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• Non-linear processing effects


• Spatial effects


The audio effects that belong to the mentioned groups are explained in Subsec-
 tions 2.2.2 to 2.2.5.



2.2.2 Filters and Delays


Filter structures are very widely used in digital signal processing [3, Chapter 2].


They are also referred to as delay structures, because delayed samples of data
 are used for calculations. Two of the most common digital filter structures used
 are Finite Impulse-Response (FIR) and Infinite Impulse-Response (IIR) filters.


• FIR filters have a finite impulse response duration, because the output
 sequence is the result of a weighted sum of the last input samples (N+ 1
 samples for anN order filter). Each one of the samples is multiplied with
 the weighting filter coefficient bi, as shown in Equation 2.3.


y(n) =


N


X


i=0


bi·x(n−i) (2.3)


• IIRfilters have an infinite impulse response duration, because the output
 sequence is the result of a weighted sum of both the lastN+ 1 input and
 N output samples, which results in feedback loops. The filter coefficients
 are b for the input samples and a for the output samples. Equation 2.4
 shows this.


y(n) = 1
 a0


(


N


X


i=0


bi·x(n−i) −


N


X


j=1


aj·y(n−j)) (2.4)


In this project, FIR filters have not been used at all. The reason is that, usu-
ally, much higher order FIR filters are needed to achieve similar audio effects
than if IIR filters are used. This results in higher memory requirements and a
longer computation time, which is an important drawback for real-time audio
processing. That is why, in general, for digital audio processing, IIR filters are
much more common than FIR filters. However, FIR filters become very useful



(24)for audio applications when implemented as convolution filters, using the Short
 Time Fourier Transform (STFT) algorithm. This kind of digital filter is not
 used in this project, due to the processing limitations of the platform.


The IIR filter structure has been used to create many audio effects. Figure
 2.1 shows the structure of a 2nd order IIR filter. As it can be appreciated, 5
 multiplications need to be performed (a0= 1), and 4 audio samples need to be
 stored in memory (2 input, 2 output). This structure is the base of some of the
 effects explained in the following sections.
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Figure 2.1: 2nd order IIR filter structure.


There are some more advanced digital implementations of IIR filters, such as the
 parallel second-order form, shown in [4], which reduces the quantization noise.


This is useful when high filter orders are used, which is not the case of this
 project. That is why, here, the traditional direct form has been used, shown in
 Figure 2.1.


2.2.2.1 Basic EQ Filters


Equalization filters are very widely used in audio signal processing. They affect
 the frequency spectrum of the signal, removing some frequency components
 and possibly heightening others. The most common audio filters found, both
 on analog or digital domain, are the following:


• Low-Pass (LP) filters remove the higher frequency components of the
 signal. The most important parameters are the cut-off frequency (fc) and
 the resonance or Q quality factor, which specifies the filter gain on the
 cut-off frequency.


• High-Pass (HP)filters remove the lower frequencies of the signal. The
most important parameters are the same as for the low-pass filters.
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• Band-Pass (BP)filters let only the frequencies between a lower and an
 upper limit to go through. These limits are given my the central or cut-off
 frequency (fc) and the filter bandwidth (fb).


• Band-Reject (BR) filters do exactly the opposite as the band-pass fil-
 ters, removing the frequency components between the lower and upper
 limits.


Another very important parameter that is common for all filters is the filter
 order, which specifies the slope of the filter: in other words, how fast the gain
 decays outside the filter cut-off limits.


There are some other filter types that are also used for audio equalization, such
 as the shelving filters, but they have not been implemented in this project.


Although there are many different possibilities to implement the LP/HP/BP/BR
 filters in the digital domain, the chosen one uses the 2nd order IIR filter struc-
 ture shown in Figure 2.1. The 2nd order IIR structure leads to the transfer
 function presented in Equation 2.5.


H(z) = b0+b1z−1+b2z−2


1 +a1z−1+a2z−2 (2.5)


Modifying the values of the filter coefficients, certain frequencies can be atten-
 uated. The coefficient values for the LP and HP filters are calculated from the
 desiredfc andQparameters, following the equations shown in Table 2.1. The
 K parameter is proportional to the desired fc value relative to the sampling
 frequency used,fs, as shown in Equation 2.6.


K = tan(πfc
 fs


) (2.6)


The BP and BR filters can be implemented in many different ways using IIR
 filters. The implementation chosen in this project is based on a 2nd order IIR all-
 pass filter structure, which is given by the following transfer function presented
 in Equation 2.7.


A(z) = −c+d(1−c)z−1+z−2


1 +d(1−c)z−1−cz−2 (2.7)



(26)b0 b1 b2 a1 a2


Low-pass K2Q+K+QK2Q


2K2Q
 K2Q+K+Q


K2Q
 K2Q+K+Q


2Q·(K2−1)
 K2Q+K+Q


K2Q−K+Q
 K2Q+K+Q


High-pass K2Q+K+QQ −K2Q+K+Q2Q


Q
 K2Q+K+Q


2Q·(K2−1)
 K2Q+K+Q


K2Q−K+Q
 K2Q+K+Q


Table 2.1: 2nd order IIR Filter coefficients for low-pass and high-pass filters.


Filter parameterscanddare calculated from the desired valuesfcandfb, given
 the Equations 2.8 and 2.9.


c = tan(πffb


s)−1
 tan(πffb


s) + 1 (2.8)


d = −cos(πfc
 fs


) (2.9)


The all-pass filter equation shown does not affect the magnitude of the signal,
 but it affects the phase for different frequencies. When combining the all-pass
 filtered signal with the original input signal, BP and BR filters are achieved
 because the phase shift of the all-pass filtered signal attenuates or cancels some
 frequencies depending on the phase delay. This combination of the signals is
 shown in Figure 2.2, where the BP or BR filtering is determined by the sign of
 the combination.
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Figure 2.2: Band-Pass/Band-Reject filter structures using 2nd order IIR all-
pass filter (sign indicates type of filter).
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2.2.2.2 Comb Filters


Comb filters are also known as basic delay filters, because the input signal is
 combined with a delayed copy of it. The main difference between comb filters
 and IIR/FIR filters is that, in the latter, the order N indicates how many of
 the the last samples of the signal were combined, whereas in the former, the
 order indicates how many delayed copies of the signal are combined, and the
 delay is usually greater than a single sample. The computation of these filters
 is rather simple, but they usually require more storage space, proportional to
 the chosen delay length. The name comb filter refers to its transfer function,
 which in the frequency spectrum looks like a comb because certain frequencies
 are attenuated, which depend on the delay length.


Comb filters can be classified as FIR or IIR as well, depending on whether the
 delayed signal is the input or the output. These two filter structures are shown
 in Figures 2.3 and 2.4. These filters will change the timbre of the audio signal
 if the chosen delay is smaller than 50 ms (this value corresponds to the lowest
 audible frequency, 20Hz). If instead, the delay is greater, the effect of the comb
 filter will be perceived as an echo. In the FIR filter, a single copy of the input
 signal will be heard, while in the IIR, multiple copies will be repeated due to
 the feedback loop.
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Figure 2.3: FIR comb filter structure.
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Figure 2.4: IIR comb filter structure.


An important consequence of processing sound using the presented filter struc-
tures is that the dynamic range of the signal gets altered. A simple way to
demonstrate this is by analyzing Equation 2.3, for a 2nd order FIR filter. If
all the coefficients, b0, b1 and b2 are 1, then the dynamic range of the output



(28)signal can be up to 3 times that of the input signal. This is totally undesired be-
 cause the signal cannot represent values outside its dynamic range (values over
 0dBF S), so overflow/underflow situations might happen, which would corrupt
 the output signal. To avoid this, normalization techniques are used to bring the
 output signal to an acceptable range. There are many different ways to do this:


the most simple one is to reduce the amplitude of the output signal, which will
 also cause a change in loudness. Another simple normalization method is to
 saturate or clip the signal if it goes beyond the upper limit, but this can cause
 distortion. In general, dynamic range modification is something that happens
 in all kinds of signal processing, not only in the digital domain, and advanced
 methods have been developed to take care of this, which are outside the scope
 of this project.



2.2.3 Modulation Effects


Modulation is the temporal variation of certain parameters of a signal, which is
 called the carrier [3, Chapters 2, 3]. This process is commonly used in telecom-
 munications, where the information to be transmitted is usually contained by
 the modulating signal.


In audio signal processing, however, modulation is used with a completely dif-
 ferent purpose: the objective is to enhance certain properties of the carrier by
 adding some temporal variations to achieve different effects. The most common
 parameters to be modulated are the amplitude, the frequency or the phase of a
 signal, but more complex parameters can also be modified, as will be shown here.


Depending on the modulating parameter and the properties of the modulation
 signal, many different audio effects can be achieved.


2.2.3.1 Amplitude Modulation - Tremolo


This is probably the most simple and straightforward modulation effect used in
 audio. The amplitude of the carrier signal is modulated using a Low Frequency
 Oscillator (LFO), which is perceived as a periodical change in the signal volume.


LFO signals have a fundamental frequency that is under the audio range (lower
 than 20Hz). If higher frequency signals are used, the amplitude modulation
 is perceived as a change in the timbre of the sound. The modulation signal is
 usually a sinusoid, but different shapes might also be used.


This effect works specially well when long duration notes or chords are played.


It is usually found as a guitar effect, but can also be used in other instruments.
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Figure 2.5 shows the signal flow of the tremolo effect, where an external LFO
 signal generator is required.
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Figure 2.5: Tremolo effect.


2.2.3.2 Frequency Modulation - Vibrato


If, instead of the amplitude, the frequency of the signal is modified using an
 LFO, the resulting effect is called vibrato. It is perceived as a periodical change
 of the pitch of a signal, usually as a sinusoid. Again, if the frequency is within
 the audio range, the effect will affect the timbre of the original signal. This is
 called a ring modulator.


It is common to find vibrato effect pedals for guitars or synthesizers. In the
 digital domain, this effect can be implemented using a small sample delay array
 with the size of the modulation amplitude in samples, M in this case. The
 output sample index is determined by the modulation signal, which oscillates
 around M/2 with an amplitude of M/2 and with the desired frequency. The
 vibrato effect is shown in Figure 2.6, where the diagonal arrow indicates the
 sample index modulation.
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Figure 2.6: Vibrato effect.


2.2.3.3 Time-Varying Filters


Time-varying filters are the result of applying modulation to the filter effects
shown in Subsection 2.2.2.1. Many different effects can be achieved doing this,
and some of them have been implemented in this project. The parameters that
are modulated are the filter coefficients for the IIR filters, and the delay sample
index for the comb filters (done in a similar way as in the vibrato effect).



(30)Two well-known effects that can be achieved by modulating the IIR filter co-
 efficients are the wah-wah and the phaser. The first one is implemented as
 a time-varying band-pass filter. The central frequency (and possibly also the
 bandwidth) is modulated with a LFO signal, which results in time-varying filter
 coefficients. Usually, the wah-wah effect is used in the electric guitar, where the
 player can move the band-pass frequency using a expression foot pedal. How-
 ever, a similar effect (also known as auto-wah) can be achieved if a LFO signal
 is the modulation source. Figure 2.7 shows this effect, where the filtered signal
 is combined with the original signal. gindicates the effect gain.
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Figure 2.7: Wah-wah effect.


The phaser effect is implemented in a similar way to the wah-wah, but, in this
 case, the filter used is a band-reject filter (usually a series of filters are used, with
 different modulation parameters). The frequency variation of the band-reject
 filter causes different phases to be canceled, thus the name of the effect. The
 phaser is shown in Figure 2.8.
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Figure 2.8: Phaser effect.


The last time-varying filter implemented in this project is the chorus, which
 can be achieved as a 2nd order time-varying FIR comb filter. Each one of the
 cascaded channels has a different delay length, and two LFO signals are used to
 determine the sample index of each channel, in the same way as in the vibrato.


The goal of this effect is to increment the amount of sound sources to simulate
the behavior of many different musicians playing the same audio piece: these
musicians will always be slightly unsynchronized in time and pitch, and this
is emulated using delays with frequency modulations. The modulation signal
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for the cascaded channels of the chorus can be a sinusoid, but sometimes some
 other sources are used, such as low frequency noise. In general, the choice of the
 modulation signal type and its parameters are a whole research topic itself to
 achieve the musically most pleasing results, but this is outside the scope of this
 project, so simple sinusoidal LFOs have been used here, which give satisfactory
 results. The chorus effect is shown in Figure 2.9.
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Figure 2.9: Chorus effect.


There are some other effects that are implemented as time-varying comb filters,
 some of which are the resonator, the slapback and the flanger. These are im-
 plemented in a similar way as the chorus effect, but with different delays and
 modulation sources.



2.2.4 Non-Linear Processing Effects


Most digital signal processing is mainly based on linear systems, such as filter
 structures as the ones explained in Subsection 2.2.2. However, lots of the analog
 audio gear used for music or other applications have non-linearities, which give
 a special character to sound [3, Chapter 4]. This gear includes valve amplifiers,
 tape recorders, analog mixers, distortion pedals, loudspeakers, and so on.


During the last decades, analog systems have been used by many musicians,
 performers, producers and sound engineers to enhance the audio signals in a
 non-linear way. These non-linearities are caused by the imperfections of analog
 components, but that does not mean that any analog component will improve
 the quality of sound or add some color to it: in fact, these components are chosen
 carefully by the engineers who develop these products, and lots of experience
 and knowledge is required to achieve musically pleasant results.


In digital audio signal processing, the non-linear behavior of the mentioned sys-



(32)tems is emulated. To achieve results that are similar to analog components, these
 ones need to be modeled very precise and carefully, which requires high com-
 putational power. However, in most cases, more simple digital approximations
 are done which achieve acceptable results (this is a topic that generates discus-
 sion among experts). Finding a good balance between high-quality non-linear
 processing and minimizing computational requirements is not an easy task. A
 lot of listening and recording experience is required to adjust the non-linear
 parameters of a particular system: this is an art form itself that is outside the
 scope of this work. That is why, here, simple non-linear processing algorithms
 have been used.


Non-linear processing is also known as waveshaping, because the shape of the
 audio waveform is altered, thus modifying its frequency components as well.


This means that high frequencies are added and harmonic distortion is intro-
 duced, which changes the character of the sound, possibly enhancing it or even
 destroying it completely.


One of the widely used non-linear effects is the dynamic range compression,
 where the amplitude level of the signal is measured (usually the RMS value
 of a certain window is taken), and the signal is attenuated if a threshold is
 exceeded. This is specially useful when mixing several audio signals in order
 to ’glue’ them together (reducing the differences between the loudest and the
 softest parts). The waveshaping effect is clear, as only the peaks of the audio
 signals are modified and the softer parts remain unaffected.


Although compression has not been implemented in this project, there are some
 other non-linear effects that have, such as overdrive and distortion.


2.2.4.1 Overdrive


Overdrive is a mixture of linear and non-linear processing, because the signal
 gets linearly affected in the lower amplitude parts and is overdriven in the louder
 parts, with a smooth transition between these two regions. The aim is to give a
 warm and colorful characteristic to the sound in its loudest regions. This effect
 tries to emulate the behavior of the analog components in valve amplifiers, tape
 recorders, effects, and so on, where the signal gets slightly distorted on higher
 levels, resulting in a warm overdrive sound.


The implementation of overdrive used here is defined by 3 regions, depending
on the amplitude of the input signal. The first 1/3 of the amplitude is the linear
zone, where the output is equal to double the input. Between 1/3 and 2/3 of
the amplitude, non-linear processing is applied. Finally, between 2/3 and 1, the
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signal is simply clipped. This is shown in Equation 2.10.


f(x) =











2x if 0≤x≤1/3


3−(2−3x)2


3 if 1/3≤x≤2/3


1 if 2/3≤x≤1


(2.10)


This effect is shown in Figure 2.10, where the output values are shown as a func-
 tion of the input. The linear and non-linear areas can be clearly distinguished.
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Figure 2.10: Overdrive effect: output signalyas a function of input x.


2.2.4.2 Distortion


This effect operates fully in the non-linear region, and the aim of it is to change
 the timbre of the input signal by adding strong harmonics to achieve a ’harder’


sound. Distortion is a main characteristic of sound that has defined many new
 genres such as rock, punk or metal, and has changed the way an instrument like
 the electric guitar is approached. Another term that is also widely used isfuzz,
 which usually refers to an even harder distortion sound.


A very common way to emulate the behavior of distortion pedals in the digital
 domain is by the exponential function given in Equation 2.11.


f(x) =sgn(x) (1−e−α|x|) (2.11)



(34)The α parameter sets the gain. In this project, this function has only been
 implemented with a gain ofα= 1 using the MacLaurin series. This creates a
 very soft distortion effect. Having a gain different than 1 makes the MacLaurin
 series diverge, so the implementation for a real-time system gets complex. That
 is why, in order to have a harder distortion, another function has been used
 from [5], where the distortion amount a is defined, then the parameter K is
 calculated as shown in Equation 2.12.


K = 2a


1−a (2.12)


Then the distortion function depends just on K, and is calculated as in Equation
 2.13.


f(x) = (1 +K)·x


1 + (K|x|) (2.13)


The distortion output as a function of the input is shown in Figure 2.11, where
 it is shown how non-linear processing is applied on the whole dynamic spectrum
 of the input signal, and how the output signal reaches saturation levels much
 faster than for the overdrive effect.
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Figure 2.11: Distortion effect: output signaly as a function of inputx.
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2.2.5 Spatial Effects


The human ear is able to retrieve information from the physical surroundings
 just by listening to a sound: the position of the sound source can be approxi-
 mately identified, both by the sound volume (which is inversely proportional to
 the distance to the source) and by the difference of perception between left and
 right ears. But not only does sound give information about the source, but also
 about the surroundings: the sound will be perceived in a completely different
 way depending on the environment. For example a small room, an open space or
 a cathedral will have completely different behaviors and the listener can detect
 this difference.


In order to model the behavior of human hearing in the digital domain, the
 concepts ofhead-related transfer functionandbinaural techniquesare important
 [3, Chapter 5]. The first one tries to emulate the transfer function of the channel
 between the sound source an the human ears, which depends on the distance and
 position between source and receiver, and also on the human head shape. This
 is done by yielding temporal and spectral differences in each ear. The second
 concept, binaural techniques, are used to control the sound that is perceived in
 each ear, and use head-related transfer functions to do this. This effect is easy to
 perceive when listening to a sound with headphones: one has the impression of
 being on a physical space and distinguishing the positions of the sound sources.


The two concepts mentioned above are useful for creating digital simulations
 of physical spaces, and are widely used in audiovisual projects or for TV and
 cinema (for instance, to create an evolving sound and bring the listener more
 into the role). This is why these techniques are not so interesting for this project.


But there is a very interesting spatial effect that is widely used in audio signal
 processing for music applications: it is calledreverberation.


2.2.5.1 Reverberation


Reverberation is created with the reflections of sound in a physical space: these
 reflections cause the sound to be perceived even when the source is not producing
 it. Different rooms or spaces produce different reverberations, and and can
 enhance the sound that is being played. This is the case of some auditoriums or
 theaters, where the sound is enhanced by the room shape. In musical recordings,
 this effect tries to be emulated by adding analog or digital reverberation to the
 audio signal to improve its quality.


The reverberation usually contains 3 different parts:



(36)• Thedirect sound, which is what reaches the listener first.


• The early reflections, which are perceived as part of the direct sound,
 changing some characteristics of it.


• Thelate reverberation, which is the tail of the reflected signal and gives
 an idea of the size of the room.


The reverberation characteristic of a physical space is defined by its impulse
 response (IR), which models the reflections of the objects and walls. When
 a ’dry’ audio signal (no effect on it) is convolved with an IR, it seems to be
 played in the physical space defined by the IR. This can be achieved in the
 digital domain as an FIR filter where the order is as long as the length of
 the IR (in samples). This implies several thousands of samples (durations up
 to some seconds), so the FIR convolution becomes unpractical for real-time
 audio purposes due to the large amount of computations required. However,
 nowadays this is done using the Short-Time Fourier Transform (STFT), which
 is computationally cheaper but introduces some delay.


Another implementation of the reverb effect in the digital domain was proposed
 by J. A. Moorer [6], which is computationally more simple than the IR convolu-
 tion, and has been used during decades to achieve satisfactory digital emulations
 of reverberation. Moorer’s reverberator [7] is designed as shown in Figure 2.12,
 where two stages can be distinguished. The first stage corresponds to the men-
 tioned early reflections, and it is implemented as a tap delay line where samples
 of different delays are added together to model the reflections on the walls. The
 second stage consists of a bank of parallel IIR comb filters that act as low-pass
 filters and simulate a smooth decay of the higher frequencies. After that, an
 all-pass filter is added to increase the density of the echo effect.


The 2nd stage of Moorer’s reverb is based on Schroeder’s work, who designed
 this structure that creates a dense impulse response. The all-pass filter used in
 this second stage is shown in Figure 2.13.



2.2.6 Connections between Effects


It is very common in audio applications to combine many of the presented effects.


In music, this technique is widely used by many musicians and sound engineers
to apply more than one effect to the audio signal, thus changing the character
of the sound in many ways.
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Figure 2.12: Moorer’s reverberator.
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Figure 2.13: All-Pass filter structure used in Moorer’s reverberator.



(38)The effects are usually connected sequentially forming chains, where the stream
 of output samples of one of them is input to the next effect. The audio signal
 then flows through the effects found in the system. It is also very common to
 find parallel chains, where the audio signal is split into two or more branches,
 and separate processing is applied in each one of them. At some point, the
 signals are merged together again (their samples are added).


The type of effects found in the chain and the order in which they are placed
 defines the output sound of the system. If the same effects are combined in
 different orders, the resulting sound might change. A clear example of this
 could be a chain consisting of a low-pass filter and a distortion effect. If the
 distortion effect is placed last in the chain, it will create harmonics in higher
 frequencies. But if the low-pass filter is placed at the end, it will reduce the
 harmonics previously created by the distortion effect.


Figure 2.14 shows a possible connection between some effects. The first effect
 found in the chain is the wah-wah, and the signal gets then split into two parallel
 effects, the delay and the distortion. At the end, the two branches are added
 together again.


WAHWAH


DELAY


DISTORTION


in out


Figure 2.14: Possible setup of effects, forming sequential and parallel chains.



2.3 Architecture of DSP Processors


As it can be inferred from the presented algorithms, the most repeated opera-
 tions in digital signal processing are the arithmetic addition and multiplication,
 and the memory access operations to access filter coefficients, sample buffers,
 modulation signals, and so on. The execution of a DSP algorithm is limited by
 the amount of these operations required. But obviously it also depends on the
 device used for computation.


Nowadays, there are many different types of processors optimized for each task.


In the audio processing field, it is very common to use powerful DSPs for a
wide variety of algorithms. But specialised devices for some tasks can also be
found, such as FFT processors to compute convolution reverb. As it is shown
in [4] and [8], Graphics Processing Units (GPU) are also widely used nowadays
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for audio processing, and can reduce execution time considerably due to their
 high parallelism in data processing, for instance for high order IIR filtering.


However, sometimes the speed-up provided by GPUs might be limited, due
 to sequential dependencies of audio signals. The work in [9] mentions that
 higher processing power is achieved when integrating multiple processors into
 the processing platform. Combinations of different types of processors into the
 same platform might be an optimal solution to cover a wide range of processing
 algorithms by distributing tasks.


Leaving some of those specialised processors aside, we focus on general purpose
 DSP processors now. Some of the main requirements to speed-up computation
 in these devices are listed here:


• High memory-access bandwidth: typical DSP operations, such as FIR
 filters, IIR filters or FFTs, require moving large groups of samples and
 coefficients from memory to arithmetic units. On multicore processors,
 bandwidth is also required to move data between cores. Having large
 buses allows moving data faster, for instance when high order filters need
 to be computed.


• Local program and data memories, which can be caches or SPMs.


DSP algorithms generally spend most time in loops where they execute
 the same operations. Having local memories means faster access to in-
 structions of the loop and the data needed, such as filter coefficients or
 multiplication products.


• High computational power: the main DSP arithmetic operations are
 the multiplication and the addition, but logical and bitwise operations are
 also needed, such as masking, bit-shifting and so on. The more resources
 available to do these operations in parallel, the faster the execution time.


For instance, [10, Chapter 28] mentions that most powerful DSP units
 from the late 90’s have separate ALUs, multipliers and barrel shifters in
 order to parallelize these operations.


• Extended precision accumulators, which are used to store the results
 of the multiplications without reducing the resolution, and thus minimiz-
 ing the quantization noise added by the processing.


• Available parallelism: being able to execute many operations simulta-
 neously reduces the execution time and allows execution of more complex
 algorithms in real-time. An example of this would be being able to access
 memory while performing a multiplication.


The processor used in this work to compute the presented DSP algorithms is
Patmos, which will be described in Section 3.2. Patmos is not a DSP processor,



(40)but a general-purpose real-time processor. Using Patmos to perform digital au-
dio processing in real-time limits the complexity of the algorithms that can be
implemented: in order to not exceed the execution time limits, the effects cannot
have complex arithmetics, such as high order filters or a big amount of multi-
plication operations. For instance, real-time FFT processing is unfeasible in
Patmos. That is why the audio effects implemented in this project are not com-
plex or very high quality, but they are enough for building a multicore audio
processing platform. The system has a high scalability, as it will be demon-
strated in Chapters 6 and 7, so powerful DSPs or GPUs could be integrated
into the network in the future to implement more complex algorithms.
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T-CREST Background


This chapter presents the T-CREST platform, which is used in this project as
 the audio processing multicore platform. The chapter provides some aspects of
 the background and current state of the T-CREST project. In Section 3.1, a
 general overview is given. In the following Sections 3.2, 3.3, and 3.4, some parts
 of the T-CREST platform are explained, which are the most relevant ones for
 this project. They are the Patmos processor [11], the time-analysis tools [12]


and theArgoNetwork-on-Chip [13], [14].



3.1 Overview of the T-CREST Platform


T-CREST1 [15] is an open source research project that is continuously under
 development. The goal of the T-CREST project is to develop a general-purpose
 fully time-predictable multicore processor platform for embedded real-time ap-
 plications. The T-CREST platform consists of a set of time-predictable re-
 sources: these include not only processors, memories and communication net-
 works, but also tools for time-analysis and measurement. The goal of these
 resources and tools is both to reduce the Worst Case Execution Time (WCET)


1https://github.com/t-crest



(42)of any set of tasks executed in the platform and to achieve high predictability
 of the WCET to be able to provide timing guarantees.


Figure 3.1 shows the hardware side of the T-CREST platform, which consists of
 a set of IP cores (4 in this case, on a 2-by-2 topology) connected by a message-
 passing Network-on-Chip (NoC) to exchange data between them. Each of these
 cores is a statically-scheduled RISC-style processor called Patmos, which is
 equipped with a set of local memories (instruction and data caches and SPMs).


The NoC is the time-predictable Argo NoC. Both Patmos and Argo are spe-
 cially designed for the T-CREST platform, although theoretically the NoC can
 connect not only Patmos processors, but also other kinds of IPs with a compat-
 ible interface [16]. The platform is also equipped with an off-chip shared RAM
 memory, which has a memory controller that the cores can access by using a
 memory-tree NoC. This one is not shown in Figure 3.1.
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Figure 3.1: Overview of the 2-by-2 T-CREST platform, showing the cores
 connected by the NoC. The processors (P), Network Interfaces
 (NI) and Routers (R) are shown. Main memory is not shown.


Before going deeper into each of the parts that compose the T-CREST platform,
one should know that there are different versions of it with different character-
istics: for instance the Argo NoC has both a Globally-Asynchronous Locally-
Synchronous (GALS) and a Globally-Synchronous version; for the Patmos pro-
cessor, there is also an older version designed in VHDL, while the newest version
uses the Chisel language. For this project, the T-CREST platform is built in
the Altera DE2-115 FPGA board [17], and uses the Chisel version of Patmos
with the Globally-Synchronous Argo NoC, synthesizable on FPGAs. The main
memory is an off-chip SRAM, and some other off-chip I/O components of the
board are used, such as the WM8731 audio CODEC presented in Section 4.1.
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3.2 The Patmos Processor


Patmos is a time-predictable 32-bit Very-Long Instruction-Word (VLIW) RISC
 processor designed for embedded real-time applications [11]. In this work, Pat-
 mos has been used as the main computational resource to process the audio
 effects. Subsection 3.2.1 introduces the 5-stage pipeline architecture of Patmos,
 and Subsection 3.2.2 explains the local/global memories and IO devices that it
 has access to.



3.2.1 Architecture


Patmos consists of a classic RISC-style 5-stage pipeline, which is shown in Figure
 3.2. For some instructions, some additional pipeline stages are used, which are
 not shown in Figure 3.2. An example of this is the multiplication instruction,
 which uses a parallel pipeline to the EX stage with a fixed length. Each one of
 the 5 stages is briefly explained here:


• Instruction Fetch: on this initial stage, the next instruction (or next
 two) are fetched from main memory or from the instruction cache. The
 program counter is also updated.


• Instruction Decode: here, the instruction is decoded and control signals
 are generated for the following stages. The operands are also read from
 the register file on this stage.


• Execute: the predicate registers are read and the ALU instructions are
 executed, if needed. Addresses for memory access are also calculated on
 this stage when needed.


• Memory: the memory is accessed, either by a load or store operation.


This stage might cause a pipeline stall, if a cache miss happens.


• Write Back: on this final stage, the results are written into the destina-
 tion registers.


As mentioned before, there is a separate stage for multiplication, which takes 3
cycles to execute in the current FPGA version (but it is still possible to issue one
multiplication per cycle). This stage is repeatedly used in this project because,
as it has been shown in Chapter 2, the two most common arithmetic operations
for audio signal processing are the addition and the multiplication. This stage
also represents an important limitation for the system: it can only perform fixed-
point multiplications. The floating-point multiplication instruction is a software
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