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Resumé


Structure from motion problematikken beskæftiger sig med at estimere 3D struktur fra 2D
 afbildninger heraf. Denne problemstilling er en af de mest populære og velstuderede inden
 for coputer vision. Dette skyldes tildels, at den er akademisk interessant, men også at den
 har et stort kommercielt potientiale.


Denne afhandling er rapporteringen af et studie inden for dette område, structure from
motion. Dette studie har reulteret i udviklingen af nye metoder til at imødekomme nogle
af de problemer, der er inden for området. Hovedsagligt drejer dette sig om at gøre de
såkaldte faktoriserings–metoder mere robuste, at undersøge hvorledes stivheds–antagelsen
kan blødes op samt at undersøge alternative måder at løse overflade–estimerings– problemet
på.
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Abstract


Structure from motion, the problem of estimating 3D structure from 2D images hereof, is one
 of the most popular and well studied problems within computer vision. In part because it is
 academically interesting, but also because it holds a wealth of commercially very interesting
 prospects, e.g. within entertainment, reverse engineering and architecture.


This thesis is a study within this area of structure from motion. The result of the work,
which this thesis represents is the development of new methods for addressing some of the
problems within the field. Mainly in robustifying the factorization approach, relaxing the
rigidity constrains, and in considering alternative ways of solving the surface estimation
problem.
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Introduction


As the title indicates the subject of this thesis is structure from motion, and my work on
 the subject in conjunction with my Ph.D. work. My efforts in this relation has focused on
 developing new methods for this structure from motion problem.


This thesis is structured such, that in Part I an introductory overview of structure and
 motion is given, which also attempts to set my contributions in perspective. As such the
 introduction of the subject has been referred to this first part.


Part II contains the contributions of this thesis presented as individual self contained
 papers. The reason for this is two–fold, firstly many of these papers are extremely worked
 through, more than would be realistic here. Secondly the papers are rather orthogonal to each
 other, hence allowing the reader to only read the part of this thesis, which is of particular
 interest to him. All but the latest of the included papers have been accepted through a peer
 reviewed process and published internationally. Below a summary of all main publications
 in relation to this thesis are presented, however when more then one publication exist on the
 same work, only the most extensive is included, although this might not be the one accepted
 for publication due to time. ( "*" Indicates the one comprising the chapter)



Chapter 8


* H. Aanaes, R. Fisker, K. Aström, and J.M. Carstensen. Robust factorization. Pattern
 Analysis and Machine Intelligence, IEEE Transactions on, 24(9):1215–1225, 2002.


H. Aanæs, R. Fisker, K. Åström, and J. M. Carstensen. Factorization with erroneous
 data. In Photogrametric Computer Vision, 2002.


H. Aanæs, R. Fisker, K. Åström, and J. M. Carstensen. Factorization with contam-
inated data. In Presentation and abstract at Eleventh International Workshop on
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H. Aanæs, R. Fisker, and J. M. Carstensen. Robust structure and motion. In The 9th
 Danish Conference on Pattern Recognition and Image Analysis, Aalborg, pages 1–9,
 2000.



Chapter 9


* H. B. Nielsen and H. Aanæs. Separation of structure and motion by data modification.


Technical report, IMM, DTU, preliminary versions.



Chapter 10


* N. Guilbert, H. Aanæs, and R. Larsen. Integrating prior knowledge and structure
 from motion. In Proceedings of the Scandinavian Image Analysis (SCIA’01), pages
 477–481, Bergen, Norway, 2001.



Chapter 11


* H. Aanæs, R. Larsen, and J.A. Bærentzen. Pde based surface estimation for structure
 from motion. In Scandinavian Conference on Image Analysis 2003, 2003.



Chapter 12


* H. Aanæs and J. A. Bærentzen. Pseudo–normals for signed distance computation. In
 Vision, Modeling, and visualization 2003, Munich, Germany, 2003.


J. A. Bærentzen and H. Aanæs. Computing discrete signed distance fields from trian-
 gle meshes. Technical Report 21, IMM, DTU, 2002.



Chapter 13


* J. E. Solem, H. Aanæs, and A. Heyden. PDE based shape from specularities. In Scale
 Space, Isle of Skye, UK, 2003.



Chapter 14


* H. Aanæs and F. Kahl. Deformable structure and motion. working paper, 2003.


H. Aanæs and F. Kahl. Estimation of deformable structure and motion. In Vision and
 Modelling of Dynamic Scenes, 2002.


H. Aanæs and F. Kahl. A factorization approach for deformable structure from motion.


In SSAB, 2002.


H. Aanæs and F. Kahl. Estimation of deformable structure and motion. Technical
report, Centre for Mathematical Sciences, Lund University, January 2002.
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Chapter 15


* C. Svensson, H. Aanæs, and F. Kahl. Structure estimation and surface triangulation
of deformable objects. In Scandinavian Conference on Image Analysis 2003, 2003.
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Part I



Structure from Motion Overview
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Structure from Motion


Structure from motion is one of the most popular problems within computer vision, and
 has received tremendous attention over the last decade or so. It deals with the estimation
 of 3D structure from 2D images, and as such can be seen as an automation and extension
 of photogrammetry. To attempt a more formal definition structure from motion is: The
 estimation of the 3D structure of a usually rigid object and relative camera motion from
 2D images hereof, when the external camera parameters are unknown but translating. It is
 noted, that sometimes the internal camera parameters are also unknown, and that the rigidity
 constraint can be relaxed.


Structure from motion can be seen as the simultaneous solving of two dual and well
 known problems, namely the surveying a an unknown structure from known camera posi-
 tions, and the determining of ones position or camera motion from known fix–points, cf.


Figure 2.1. However, this combination of estimation problems has the effect, that the solu-
 tion can only be determined up to an Euclidean similarity transform, i.e. scale, rotation and
 translation. This ambiguity, does not render the results useless, as it still has many applica-
 tions within entertainment, reverse engineering and architecture, to mention a few.


The standard approach to constructing a structure from motion system is illustrated in
Figure 2.2. Here more or less salient features – usually the high curvature points – are ex-
tracted and tracked through the images, cf. Chapter 3, upon which the structure from motion
is calculated based on these features applying multiple view geometry, cf. Chapter 4. As
illustrated in Figure 2.2 there is an interaction between the multiple view geometry estima-
tion and the feature tracking, this consists of the multiple view relationships being used to
regularize the feature tracking. Following the structure estimation based on the features, an
estimate of the camera parameters ( external and if needed internal ), and the 3D structure of
the extracted features are at hand. If, as is usually the case, the extracted features are image
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?


Figure 2.1: Structure from motion can be seen as solving two well known and dual problems
 simultaneously.


points, then the estimated 3D structure is a 3D point cloud. In that an estimate of the whole
 structure, and not just of some salient features, is sought, it is customary to proceed with a
 multiple view stereo algorithm, where the estimated camera parameters are assumed fixed,
 cf. Chapter 5.


An interpretation of the above described standard approach to structure from motion,
 is that it works by model or problem approximation. That is, attempting to estimate the
 full surface model and the camera parameter straight on is a futile task1. Hence the model/


problem is simplified to something that can be estimated/solved and the solution to this
 simplified problem is then used as an initial guess for the original problem. Here the structure
 is reduced to points, whereupon an estimate of the camera parameters and 3D point structure
 can be achieved. This camera structure – and possibly the 3D point structure – can then
 be used to estimate a full structure. Only recently was it proposed estimating the surface
 and the camera parameters together, following the estimation of the surface based on the
 previously estimated camera parameters, thus solving the original problem [218]. All in all
 structure from motion estimation utilizes layers of approximated models or problems, even
 more so, since solving of the structure from motion problem with points also uses hierarchies
 of models, e.g. factorization methods.


A further perspective on structure from motion is that it can be seen as the ’academic
 spearhead’ for a wide variety of 3D reconstruction techniques, i.e. 3D reconstruction from
 image data techniques that are made easier by construction but is very interesting from an
 application point of view. Examples hereof are: Laser scanners cf. [124], where the camera
 motion is known, and the feature tracking is made easier by projecting light onto the object;


1To the best of my knowledge.
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Extract and Track Features – usually points.


Estimate 3D Structure and Camera Motion
 based on Extracted Features.


Based on Camera Motion, Estimate Object
 Surface via Multiple View Stereo.


?


?


?


?
 -


Regularization


Image Sequence


Structure and Motion Estimate


Figure 2.2: Schematic overview of proposed scheme. The dotted line denotes a feedback
 loop which should be included in future work.


the work of Debevec et al. [53, 52], which is a full functioning structure from motion system
 except for a user having to annotate all major structures; lastly there is the multiple view
 stereo work of Narayanna, Kanade and others [141, 140, 163] used to create virtual views of
 a sporting event, among other the NFL super–bowl.


In the following an overview and short discussion of the different parts of structure from
motion is given. This is accompanied by a presentation of the contributions of this thesis
within the respective areas.
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Feature Tracking


As the vigilant reader might have noticed, feature tracking is not part of the immediate
 research aim of this thesis. However, for completeness a short overview will be given here.


An attempt at defining Feature tracking is; Find the correspondence between two – or more
 – images. Understood as determining where the same physical entities are depicted in the
 different images in question. See Figure 3.1.



Object Object


Figure 3.1: The aim of feature tracking.


The general problem of feature tracking is one of the the great problems of image in-
terpretation. As such it is known under different names depending on the field of use and
exact formulation, e.g. the correspondence problem, registration or optical flow to mention
some of the most common. Hence there is a wealth of literature on the subject, and most any
introductory image analysis text book will deal with the it, e.g. [75]. For a recent in depth



(26)survey aimed at 3D reconstruction, the reader is referred to Chapter 3 of [199]. A more dated
 but recommendable survey of the general registration problem is given in [29].



3.1 Tracking by Similarity


With today’s technology computers are unable to perform higher order semantic inference
 in general. As such it is not possible for computers to recognize an object in two or more
 images, and from that higher order information deduce the solution to the tracking prob-
 lem. General feature tracking algorithms are therefore confined to tracking by similarity of
 appearance, e.g. which corner in image 2. looks most similar to corner A. in image 1.


The measure or norm of similarity varies among proposed methods, cf. [199]. An ob-
 vious and commonly used measure is that of correlating image patches. As an example
 assume, that the features that should be tracked are points. Then the correlation measure can
 be used by correlating patches centered at the features, as illustrated in Figure 3.2.


Image n Image n+1


Feature


Candidate Matches
 Windows


Figure 3.2: Matching features by finding correlation of surrounding windows.


An issue with tracking by similarity is that it implicitly assumes that changes between
 images are no bigger than the same physical entities still look ’the same’. As an example,
 consider the building in Figure 3.3(a). The assumption seems to hold well if the next image
 were Figure 3.3(b), however if it were Figure 3.3(c) it is more dubious if the assumption
 holds. As such many tracking algorithms would have difficulty tracing between the images
 of Figure 3.3(a) and Figure 3.3(c).


The above considerations is one of the main reasons why feature tracking is still a fun-
damentally hard problem to solve. Even though there is a wealth of uses for it and there
has been enormous amounts of research done in the area, to my knowledge, a general full
purpose algorithm does not exist. This does, however, not imply that no reliable algorithms
for feature tracking exist, just that the ones that do are not general. Things like abiding by
the ’things do not change to much’ assumption will usually give good results. Limiting the
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(a) (b) (c)


Figure 3.3: Different views of a building here at DTU.


object domain to e.g. only considering license plates, can also prove feasible. A convincing
 tracker is [21].



3.2 Aperture Problem


In the above we have found the correspondence between features in two images. Denote by
 the flow of a feature, the displacement vector between the feature and its correspondent1.
 Consider every pixel in an image as a feature, and determine the correspondence and flow
 vector for every such pixel. Then the vector field consisting of the flow vectors is termed the
 optical flow. Refer to [15] for a good but somewhat dated overview of optical flow estimation
 techniques.


A inherent limitation when solving the correspondence problem, is the so called aperture
 problem. The basic problem is illustrated in Figure 3.4. The aperture problem is that flow
 can only be determined across image gradients. And with noise it is seen that the higher
 the image gradient is in a given direction, the better the flow can be estimated. Hence the
 certainty of the optical flow is proportional to the image gradient.


The aperture problem is good to have in mind when features should be selected for
 matching. That is if explicit features should be matched i.e. not the optical flow. The direct
 implication is that features with high image gradients in all direction should be chosen. This
 is the same as a large second order derivative. Hence a good approach is to find the places
 in the image where the second order derivative is large, and then choose the corresponding
 physical entities as the feature to be matched. In structure from motion the most popular
 feature extractor is the Harris Corner Detector [86]. As an example consider Figures 3.5(a)
 and 3.5(b). Here it is definitely advisable to choose as features the corners of the drawings.


For an in depth discussion of feature extraction the reader is referred to [171].


1this could be measured in change in pixel coordinates.



(28)Flow not known in this direction.


Flow known in
 this direction


Figure 3.4: It is seen that the flow of a given feature can only be determined along the image
 gradient. This is an illustration of the aperture problem.


(a) (b)


Figure 3.5: Different views of a cardboard box.



3.3 Constrains in Search Space


An enhancement to the basic approach of finding features in both images and comparing
 them all to each other, is to constrain the search space. This is another way of saying, that
 only some features in one image can match a given feature in the other. There are two main
 reasons for this, firstly to limit the number of computations required. Secondly this is a way
 to incorporate prior knowledge or assumptions of how the images are formed.


A very popular constraint is on the numerical size of the optical flow, implying that
things have not moved to much between the images. Another constraint, popular within
computer vision, is assuming rigid bodies and using the epipolar geometry, see Figure 3.6,
where the search space for a feature in one image can be constrained to a line. Constraining
with the epipolar geometry was proposed in [205, 207, 208, 222, 223]. Generally, it is the
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regularization with the epipolar geometry that reduce the mis–matching of features enough
 for the data to be applicable further in a structure from motion system. See Chapter 4 for
 more on epipolar geometry.


Image of Point


Image Plane 1 Image Plane 2


Point in Space


Focal Point


Focal Point


Figure 3.6: Assume that the object viewed by the two cameras does not change, e.g. the two
 images are taken at the same time, and the camera geometry is known. Then it is seen that
 a feature in one image constrains the location of its correspondence in the other image to a
 line.



3.4 Implementation Outline


Looking at the number of people working with structure from motion, there is naturally a
 myriad of ways in which features are tracked in this setting. However, in order to be more
 specific an outline of a ’standard’ approach for matching images between two images will
 be given here.


1. Extract Features from the images, e.g. via Harris corner detector [86].


2. Match neighborhoods of features as illustrated in Figure 3.2, e.g. via correlation. Pos-
 sibly constraining the search space.


3. Get one to one matches by solving the linear assignment problem, see below.


4. Robustly estimate the epipolar geometry, cf. [205, 207, 208, 222, 223]. Perhaps taking
degenerate cases into account cf. [206].



(30)5. If not stop goto 2.


Linear Assignment Problem


When all the features in one image have been compared to the features in the other, most
 features are likely to have more than one candidate for a match. However, since the features
 are seen as physical entities they should only match to one feature. Solving this problem
 such that the combined similarity is greates ( or some cost the least ) is done by posing it as
 a linear assignment problem. An efficient method for solving this is proposed in [108].



3.5 Summary


Here I have tried to convey the overall considerations in association with feature tracking
in conjunction with structure from motion. Since I have tried to come with some general
comments in a rather limited space, there are bound to be some generalization errors, for
which I apologize, but overall I believe the conveyed picture to be rather accurate.
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Multiple View Geometry


The geometry of the viewing or imaging process from multiple views is by no mean a new
 area of research, and it is at the core of photogrammetry. In its modern sense1, multiple
 view geometry has been a continually active area of research since the early part of the last
 century. The interested reader is referred to the manual by Slama [185], which also includes
 a historical overview. It should be noted that multiple view geometry is sometimes seen as
 synonymous with structure from motion. This is however not the nomenclature of this thesis.


Although multiple view geometry is a vintage academic discipline, the 1990’s sparked a
 revolutionary development within the frame work of computer vision. The development has
 been such, that solutions to most of the considered issues could be presented in the excellent
 books by Hartley and Zisserman [89] in 2000 and Faugeras, Luong and Papadopoulo [69] in
 2001, less then a decade later.


On a broad view, the focus of the computer vision community, in regards to multiple
 view geometry, centered on relaxing the constrains on, and automating the 3D estimation
 process. Results concerning relaxing the constrains include the factorization algorithms e.g.


[111, 195, 204] allowing for the structure from motion problem to be solved without an initial
 guess needed, as in the non–linear bundle adjustment approaches e.g. [185, 211]. Together
 with the eight–point methods for estimating the fundamental matrix [90, 125] the factoriza-
 tion methods are sometimes referred to as direct methods. Another limitation surmounted
 is the ability to perform 3D reconstruction without known internal camera parameters, i.e.


auto–calibration, see e.g. [68, 88, 95, 144, 159, 160]. However, relaxing the constrains
 also increases the number of ambiguities and degenerate configurations. Ambiguities within
 structure from motion have also been identified and studied, see e.g. [13, 31, 33, 109, 194].


As for automating the 3D reconstruction process, the main problem faced is that of the


1not considering geometry



(32)unreliability of the feature tracking, as mentioned in the last chapter. So much effort has gone
 into developing robust statistical methods for estimating multiple view relations, such that
 outliers of the feature tracking could be identified and dealt with. To mention a few, there
 is the issue of robustly estimating the epipolar geometry [206, 207, 223], which sparked the
 popularity of the RANSAC algorithm [70] and incited the development of extending the idea
 to three and four view geometry [63, 87, 93, 177, 210].


However, with the myriad of work within the field, the above consideration are inevitably
 broad generalizations, and the citations somewhat haphazard. For a more just survey of the
 field the reader is referred to [89].


This thesis contributions to multiple view geometry is primarily the work on how the
 factorization methods can be made robust towards outliers and erroneous tracked features.


This is described in Chapter 8. This spawned the development of a new numerical algorithm
 for weighted subspace estimation, which is found in Chapter 9. The merits of this work is
 that it allows the factorization algorithm to function with the shortcomings of the feature
 tracking, and as such allowing for a more automated approach.


In Chapter 10, work is presented introducing the idea of using prior shape knowledge
 – here planar structures – to regularize the structure from motion estimation. This has the
 effect that even with poor data good results can be obtained, assuming that the prior is true.


As for the immediate challenges of multiple view geometry, it is always hard to predict
 what thoughts will be on the agenda tomorrow. I, however, think that it is fair to say that
 most of the work in the past decade has focused on developing basic methods for 3D re-
 construction, and hence taking a rather theoretical approach. As such a period with a more
 experimental approach is called for, addressing the questions of what approach(es) work
 best on real and and different data sets of considerable size, and uncovering what new issues
 arise in these cases. Along the same lines, I am unaware of a major study investigating the
 accuracy of structure from motion. Along the lines of this forecast – and in all due fairness
 – there is work being done constructing full structure from motion systems, and uncovering
 the issues when testing them on real data, e.g. [21, 71, 144, 155, 157, 161, 165, 176, 226].


As a courtesy to readers less familiar with multiple view geometry, the rest of this chapter
 is formed as an introduction to multiple view geometry, as basic knowledge in this field is
 required for most of this thesis. As mentioned before, excellent books on the subject exist
 and it would be futile to try and better this work here.



4.1 The Basic Camera Model


Multiple view geometry takes its offset in images of the world. Hence a mathematical model
 of a camera is an obvious way to begin. More abstractly, this is our observation model, since
 it is through the camera that our observation of the world are formed. Normal cameras can
 be approximated well by the model shown in Figure 4.1. As depicted, it is beneficial to
 introduce a coordinate system with origo at the camera center, with thex–yplane parallel to
 the image plane and thez-axis along the optical axis, and scaling the system such that the
 distance from the camera center to the image plane is1.


The camera model projected into thex–zplane is seen in Figure 4.2. From this figure it
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Figure 4.1: Model of a camera.
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Figure 4.2: Figure 4.1 projected into the x–z plane.



(34)can be seen that
 xj= xj


1 = Xj


Zj


, (4.1)


and likewise in they–zplane yielding the combined camera model:


 xj


yj





= 1
 Zj


 Xj


Yj





. (4.2)


This model (4.2) assumes that thez– axis is identical to the optical axis, and that the focal
 length has been set to unity. Obtaining this is called an internal calibration of the camera.


This is obtained by translating the image coordinates such that the optical axis passes through
 the origo, and scaling the coordinate system such that the focal lengths are eliminated. For
 further information the reader is referred to [34], which also covers subjects such as radial
 distortion and skewness.



4.2 Homogeneous Coordinates


The homogeneous representation of 2D points is made by adding a third ’dimension’ to
 the points which is an arbitrary scale factor. The 2D image point 


x yT


is written as
 sx sy sT


, wheresis an arbitrary scale factor. As such the 2D point
 2 3T


is repre-
 sented as both:





 1·2
 1·3
 1





=





 2
 3
 1





 and





 3·2
 3·3
 3





=





 6
 9
 3





 .


The reason for using this seemingly silly representation, where a given 2D coordinate has
 many equivalent representations is, that it makes the representation of certain geometrical
 entities simpler.


For example a line consist of all points,
 x yT


, for which it holds true that:


a·x+b·y+c= 0⇔s·a·x+s·b·y+s·c= 0 ,


wheresis an arbitrary scale factor. Since a line is invariant up to a scale factor, it can be
 represented as an inner product in homogeneous coordinates:





a
 b
 c








T


s ·x
 s·y


s





=lTp= 0 ,


wherelis the vector associated with the line andpis the homogeneous coordinate. As such,
with the aid of homogeneous coordinates, a line can be expressed as an inner product.
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Another example is in the expression of the camera model (4.2)


sj·pj =





sj·xj


sj·yj


sj





=





Xj


Yj


Zj





 , (4.3)


where it is noted thatsjis set equal toZj



4.3 The Camera Model Revisited


As mentioned, the camera model in (4.2) and (4.3) is only valid if the whole world is viewed
 in a coordinate system which is scaled according to the focal length and translated such that
 the origo of the image coordinate system is located on the optical axis. If this coordinate
 system is not scaled and translated, this can be incorporated into (4.3) as follows:





sj·xj


sj·yj


sj





=





 f 0 ∆x


0 f ∆y


0 0 1











Xj


Yj


Zj





 , (4.4)


wheref is the focal length and(∆x,∆y)is the coordinate of the optical axis in the image
 coordinate system, equaling the translation. The matrix is often referred to as the calibration
 matrix, and its entities the internal parameters.


Image Plane
 Object


Camera Coordinate System
 Object Coordinate System


Figure 4.3: The camera and object coordinate systems do often not coincide.


Often the world is not aligned with the camera coordinate system, which will be inher-
ently true with more than one camera, see Figure 4.3. As such the world coordinates have to
be - temporarily - transformed into the camera coordinate system. This transformation will



(36)in general consist of a rotationR3×3and a translationt3×1, transforming (4.4) into:





sj·xj


sj·yj


sj





=





 f 0 ∆x


0 f ∆y


0 0 1











R





Xj


Yj


Zj





+t





 . (4.5)


Denoting the 3D point


Xj Yj Zj 1T


in homogeneous coordinates – corresponding to
 3D space – equation (4.5) can be written as:





sj·xj


sj·yj


sj





=





 f 0 ∆x


0 f ∆y


0 0 1








R t 









 Xj


Yj


Zj


1








 . (4.6)


This is also the final camera model presented here, which is also the most common model
 used and is often referred to as the perspective camera model. It is noted, that sometimes the
 calibration matrix is omitted, because it is assumed that the image points have been altered
 accordingly.



4.4 Epipolar Geometry


After the perspective camera model one of the most fundamental concepts of multiple view
 geometry is the relations there exists between two projections or images of an object. This
 relationship is denoted the epipolar geometry, see e.g. [125]. This relationship is captured
 by the essential matrix or fundamental matrix depending on whether the calibration matrix
 is known or not.



4.4.1 The Fundamental Matrix


The fundamental matrix represents a relationship between two images with known relative
 position, concerning the location of a feature in both images. This relationship, as seen in
 Figure 4.4, is that the projection of a 3D feature (with unknown position) onto a 2D image
 plane (image 1) restricts the location of this 3D feature to a line in 3D, which again can be
 projected into another image plane (image 2). Hence a 2D feature in image 2 corresponding
 to a given 2D feature in image 1, is restricted to a line. This line is called the epipolar line
 of the 2D feature in image 1. This line is naturally only a half line, in that the 3D feature
 cannot be located behind the camera.


This relationship is expressed by the fundamental matrix. This can be derived by denot-
 ing the 3D point byPand its projection into imagejbypj, hence the - assumed - perspective
 camera model can be written as ( see (4.5) for comparison):


sjpj=sj





 xj


yj


1





=A(R·Pj+t) , (4.7)
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Figure 4.4: A geometric relation between two images.


where A represents the internal camera parameters (focal length, translation, skew etc.),
 Randtthe external parameters, incorporating the rotation and translation from the object
 coordinate system to the camera coordinate system. Note that the 2D projection is formulated
 in 3D with a fixed z-coordinate representing its location on the image plane.


Given two images with projections of the same 3D feature, the object coordinate system
 can be aligned with the coordinate system of the first image, hence the observation models
 can be written as:


s1p1=A1P s2p2=A2(RP +t) ,


whereR=R2R1T andt=t2−R2R1Tt1relative to (4.7). Assuming – reasonably – that the
 A0scan be inverted, combining these two equations yields:


P =s1A−11 p1 ⇒ p2=sA2RA−11 p1+A2t 1
 s2


,


which is seen to be the epipolar line in image 2, wheresis defined ass= ss12. This can be



(38)modified to (×denotes the cross product):


A−12 p2=sRA−11 p1+t1
 s2 ⇒
 t×A−12 p2=t×sRA−11 p1⇒
 0 = (t×A−12 p2)×(t×sRA−11 p1)⇒
 0 = (t×A−12 p2)×(t×RA−11 p1) =


A−12 p2(tT(t×RA−11 p1))−t((A−12 p2)T(t×RA−11 p1)) =


−t((A−12 p2)T(t×RA−11 p1)) =


−t(pT2A−T2 T RA−11 p1)⇒


t=





 0
 0
 0





 or pT2A−T2 T RA−11 p1= 0 ,


hereTis the matrix defining the cross product witht, as in∀x T x=t×x– see Section 4.8.


Ift=





 0
 0
 0





thenT will be a 3 by 3 matrix with all zeroes, implying:


pT2A−T2 T RA−11 p1= 0 .


Thus defining the fundamental matrix asF =A−T2 T RA−11 and giving the relation:


pT2F p1= 0 . (4.8)


It is seen, that the 3 by 3 fundamental matrix can be parametized by only 7 parameters.


First, it does not have full rank, sinceT does not have full rank, and as suchdet(F) = 0.


Secondly, it is only defined up to a scale, seen by multiplying (4.8) by an arbitrary scalar. It
 is seen that iftis non–zero, then the rank ofT is 2 and the rank ofRandAis 3 or full, so
 the rank ofF is 2.


This entity can also be derived geometrically, by viewing the relation as seen in Figure
 4.5. Here it is seen, that the pointA−12 p2must be located in the plane spanned by the vector
 connecting the two epipoles,t, and the vector connecting the epipole in image 2 and the 3D
 features projection in image 1,RAT1p1+t.


Mathematically this can be expressed as:


(A−12 p2)T t×(RAT1p1+t)


= 0 ,


wheret×(RAT1p1+t)is the normal vector to the plane. This can be reformulated as:


(A−12 p2)T t×(RAT1p1+t)


=
 (A−12 p2)T(T RAT1p1) = pT2A−T2 T RA−11 p1 = 0 ,


yielding the formulation of the fundamental matrix once again.
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Figure 4.5: A geometric relation between two images.



4.4.2 The Essential Matrix


The fundamental matrix is closely related to another relation called the essential matrix,E.


This is the relation among two images if they have been normalized. That is that the 2D
 features have been altered such that theA’s are identity matrices. Hence the relationship of
 the fundamental matrix becomes:


0 =pT2T Rp1=pT2Ep1 , (4.9)


whereE denotes the essential matrix. As such the relation between the essential and the
 fundamental matrices is:


A−T2 EA−11 =F . (4.10)


This relation, which temporally precedes the concept of the fundamental matrix, and some of
 its central properties are presented in [100]. The reader is referred to [89, 128] for a review.


One important property of E is that it has two singular values which are equal and one
 which is zero. That is, a singular value decomposition (SVD) of E can be written as:


E=UΣVT ,
 where


Σ =





 σ 0 0
 0 σ 0
 0 0 0





 .



(40)This is a necessary and sufficient condition for a3×3matrix to be an essential matrix. For
 a proof see [100].



4.5 Estimating the Fundamental Matrix


From the above, it is clear that the fundamental matrix can be calculated from the camera if
 the internal,Ai, and external,Ri, ti, camera parameters are known. These are however not
 always at hand, and as such achieving it by other means becomes interesting. A useful way
 of doing this, is by estimating the fundamental matrix from point correspondences(p1, p2).


This is an extensive subject, and an overview is presented here. The reader is referred to
 [89, 222] for a thorough and complete presentation.


Denote the fundamental matrix by its elements:


F =





 f11 f12 f13


f21 f22 f23


f31 f32 f33





 , (4.11)


then it is noted, that a corresponding point pair,(p1, p2), which per definition satisfies the
 epipolar constraint, supplies a linear constraint on the elements ofF. I.e.


0 =pT2F p1= (4.12)


x2 y2 1
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=


bTf


wherefis the vector containing the elements ofF, andbis the linear constraint correspond-
 ing to an image pair.


As mentioned above, the fundamental matrix has 7 degrees of freedom, and hence at
 least 7 point pairs and corresponding constrains,bTf = 0, are needed.



4.5.1 The Eight Point Algorithm


The two constraints on a general3×3matrix, with 9 degrees of freedom, that makes it a
fundamental matrix, is the indifference of scale anddet(F) = 0. The later constraint is not
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linear in the elements ofF, and hence is cumbersome to enforce. Due to this, this constraint,
 det(F) = 0, is sometimes ignored, leaving 8 free parameters to be determined, thus yielding
 the eight point algorithm, in that 8 constraints (= point pairs) are needed.


This algorithm is easy to implement, because it is linear, but it does not yield optimal
 results, among others, because a necessary constraint is not enforced, for better algorithms
 refer to [89]. This is not to say, that the results are useless, since this is far from the case, and
 the eight point algorithm is often used to initialize the more sophisticated approaches.


More specifically the eight point algorithm works by having eight or more constraints ,
 bj, which are arranged in a matrixB = [b1, . . . bn]T, n ≥ 8. Then from (4.12) it is seen
 that:


Bf = 0 . (4.13)


In the presence of noise this can not be achieved in general, andf, and henceF, is found
 via:


minf ||Bf||22= min


f fTBTBf, ||f||22= 1 . (4.14)


The extra condition||f||22 = 1is added to avoid the trivial – and useless – null solution.


Numerically (4.14) can be solved by finding the eigen vector ofBTB with the smallest
 eigen value. In practice however this is done via singular value decomposition, SVD.


Numerical Aspects


In conjunction with the eight point algorithm there are some aspects, that drastically will
 improve the result. The first one is to use far more than 8 point pairs, in order to reduce noise
 in the location of the points. A recommended number is of course hard to give, and is highly
 dependent on the image noise, but 15-30 usually works well in the presence of modest noise
 on the features.


In order to achieve numerical stability it is highly recommended that the point locations
 are normalized before the eight point algorithm. The result of this normalization should be,
 that for each image the mean value should be(0,0), and that the mean distance from the
 origin –(0,0)– to the points is√


2. See [90] for further discussion.



4.6 Reconstructing 3D Structure and Motion


Moving further than the two view geometry, to multiple views of the same rigid body. Then
 the main task becomes estimating the structure and motion. This is mainly done by finding
 the structurePjand motionRi,tithat best fit the datapj, given the perspective camera model
 (4.6). More formally this can be expressed as; giveni ∈ [1. . . m] views ofj ∈ [1. . . n]


feature points describing a rigid body, find thePj,Riandtiminimize:


Pjmin,Ri,ti


Xm
 i=1


Xn
 j=1


||sijpij−Ai(RiPj+ti)||2 , (4.15)



(42)where the calibration matrixAiis usually given.


The solution to (4.15) is easily obtained using a non–linear optimization algorithm, e.g.


the Marquart method2. In order to achieve a good result, an initialization, or start guess is
 required. For more information on solving (4.15) refer to [185, 211].


However, it is only possible to solve the structure and motion problem up to an Euclidean
 similarity transformation, in that the cameras have no way of knowing the origo or the ori-
 entation of the ’true’ coordinate system. Secondly the whole system is only known up to a
 scale. A good example of this is the "Star Wars" movie where the "death star" looks to be the
 size of a small planet. I hope I do not break any illusions here, but it is not. The background
 for this optical trick is, that cameras only ’know’ directions and not size.


A note of warning, the ambiguity of the Euclidean similarity transformation has impli-
 cations when optimizing (4.15). In that the fixing of this ambiguity also effects the variance
 structure of the structure and motion estimate. For an introduction to this issue the reader is
 referred to [43, 44], and for a more thorough treatment see [14, 132, 193].



4.6.1 Factorization Algorithms


Factorization algorithms supply an approximate or initial guess for the non–linear solution to
 (4.15). These methods were first proposed by [204], and work by linearizing the perspective
 camera model, i.e. it is assumed, that (4.6) can be written as:


xij


yij





=MiPj+ti , (4.16)


whereMiis a 2 by 3 matrix
 Mi=


 Mix
 Miy





. (4.17)


Assuming this camera model (as will be done in the rest of this subsection) thetiare tem-
 porarily removed from the equation by forming:


x˜ij


˜
 yij





=
 xij


yij





−1
 n


Xn
 j=1


xij


yij



 .


Hereby it can be assumed that 


˜
 xij


˜
 yij





=MiPj ,


which is equivalent to assuming, that the origo of the world coordinate system is at the center
 of mass of the rigid object.


The mean corrected observations can then be combined to:


W=MS , (4.18)


2The reader is referred towww.imm.dtu.dk/˜hbnfor further details in non–linear optimization



(43)4.7 Constraint Feature Tracking 29


where
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 and


S=


P1 · · · Pn 
 .
 Taking the Singular value decomposition ofWyields:


W=UΣVT ,


where it can be shown that the least squares solution fit is equivalent to:


M= ˜Up


Σ˜ , S=p


Σ˜V˜T , (4.19)


whereU˜ andV˜ are the three first rows ofUandVrespectively, andΣ˜ is the top–left 3 by
 3 submatrix ofΣ.


This solution (4.19) is not unique, in that for any invertible 3 by 3 matrixB, it holds that
 W=MS=MBB−1S .


ThisBis usually found up to scale by requiring that the rows ofMiB be as orthonormal
 as possible. This then gives a solution for the structureB−1Sand an approximation for the
 motion.


For a more thorough review of factorization methods and or how to retrieve the motion
 parameters refer to [111].



4.7 Constraint Feature Tracking


As mentioned in the previous chapter, the two view geometry is typically used to regularize
the feature tracking. That is, if it is assumed that a rigid body is depicted, then the epipo-
lar constrains hold between any two images. This is thus a constraint on the constellation
of tracked features. The problem is, however, that the epipolar geometry is not known in
general, and tracked features are needed to estimate it.



(44)The great solution of [207, 223], is to robustly fit the epipolar geometry to partly erro-
 neous tracked features. Hereby outlier detection of the tracked features is performed, by
 regularizing with the epipolar geometry. This again induces a fundamental improvement
 of the quality of the tracked features on many real data–sets. The robust statistical method
 of [207] is RANSAC [70], which has obtained a high degree of popularity. The general
 approach described here has also been extended to three– and N–view relationships, but a
 treatment of these issues is beyond the scope of this introduction, cf. [89].



4.8 The Cross Product as an Operator


As an appendix to this introduction it is shown that the cross product of a given vector
 with any other, can be formulated as a matrix multiplication. That is, a matrixA can be
 constructed such thata×b=A·b, where×denotes the cross product. This is seen by:


a×b=





 a1


a2


a3





×





 b1


b2


b3





=





 a2b3−a3b2


a3b1−a1b3


a1b2−a2b1





=





 0 −a3 a2


a3 0 −a1


−a2 a1 0





·





 b1


b2


b3





=A·b .


Hereby definingA. This skew symmetric matrixAcan also be seen as a linear operator.
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HAPTER 5



Multiple View Stereo


As seen in Chapter 2, following the feature tracking and the structure from motion of the
 extracted points the surface of the object should be estimated. Compared to feature tracking
 and multiple view geometry, there are many more open questions here, and as such a ’stan-
 dard’ approach can not be offered. The most common surface reconstruction approaches for
 structure from motion will be considered and discussed and the contribution of this thesis
 will be set in perspective. It should be noted that, the aim is to give an overview and not an
 in depth survey of the literature.



5.1 Approaches to Structure Estimation


There are many cues to the 3D structure of a depicted object in the respective image(s)
 hereof. Apart from stereo, where the structure can be inferred by triangulation, we humans
 are also able to infer much of the 3D structure from a single image. Some of these single
 view visual cues have also been applied in computer vision for structure estimation, e.g.


shape from shading cf. e.g. [28, 122, 154, 221] shape from texture cf. e.g. [114, 191, 214]


and recently some very interesting work on photometric stereo has been presented in [92].


The latter requires a set of training images.


In the structure from motion setting, stereo or multiple view stereo is the obvious choice.


As far as I know, stereo is also the single visual cue that gives the best result in general. But
if stereo were not to be used there was no reason for structure from motion. Hence this is
what will be considered here and what has been considered in the literature in relation to
structure from motion. However, since surface estimation is a hard problem all visual cues
should ideally be utilized, as previously proposed in similar settings e.g. [37, 54, 76, 149].



(46)An area of research closely related to surface estimation is new view synthesis where
 some of the approaches, e.g. [11, 79], only model the plenoptic function, i.e. the intensity,
 color and direction of light rays at all points. These approaches however do not explicitly
 model the surface, and as such are not applicable for a structure from motion approach as
 considered here.
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Figure 5.1: Consider the reconstruction of the dashed part of the surface, assumed to have
 uniform color, i.e. every part of it looks the same in both Cameras A and B. Then it is seen
 that any surface located within the depicted rectangle will produce the exact same image in
 the two cameras, and hence be just as good a fit to the data (images) as the true surface. This
 is seen to be an ambiguity of the surface reconstruction problem.



5.2 The General Stereo Problem


Stereo and multiple view stereo1, the estimation of a depicted surface from known cameras,
 is a hard problem. In essence it resembles the feature tracking problem, described in Chap-
 ter 3, and can be viewed as finding the correspondences for all points on the surface. To see
 this, note that if the correspondences of all points on the surface are known, i.e. all pixels in
 the image, then it would be straight forward to estimate the surface shape via triangulation.


This relation to feature tracking implies, that the aperture problem has taken on a new
 form, as pointed out in the insightful work of Kutulakos and Seitz [119, 118]. That is, as


1stereo with more than two views
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Figure 5.2: A typical every day object, not adhering to the Lambertian assumption partly
 due to the reflective surface.


illustrated in Figure 5.1, that there is an ambiguity of the surface shape. The largest possible
 surface consistent with the images is know as the photo hull. For a great overview of photo
 hulls in particular and surface estimation in general refer to [183].


There is jet another challenge of surface estimation it shares with feature tracking. That
 is that most algorithms assume that the same entity looks similar in all images. This is
 very closely related to the Lambertian surface assumption, i.e. that a point on the surface
 irradiates the same light in all directions (intensity and cromasity ). This surface assumption
 is made by most stereo algorithms, although there has been some work on getting around this
 – see below. However, many or most real objects do not adhere to this assumption, causing
 problems for most stereo approaches, see e.g. Figure 5.2.


The ambiguity of the stereo problem, and the general difficulty of the problem, e.g. spec-
 ularities, ushers in a need for regularization in stereo algorithms, whereby prior knowledge
 or assumptions can be used to aid the process and make it well defined. The stereo problem
 has spawned a lot of various algorithms. In the following the two – by far – most common
 approaches to stereo in the structure from motion setting are presented ( Section 5.3 and
 Section 5.4 ).



5.3 Two View Stereo


Two view stereo – or just stereo – is one of the more studied problems within computer
vision, a reason for it’s popularity is that it so resembles the human visual system, i.e. two
eyes, and that two is the minimal amount of views needed for stereo. A good overview
and dissection of stereo algorithms is found in the work of Scharstein and Szeliski [170],
to which the interested reader is referred. However a sample approach is presented in the



(48)following to convey the general ideas.



5.3.1 A Popular Approach to Stereo


A popular approach to stereo, which is the one utilized in [157] and the one I implemented
 for insight, is centered around the algorithm of Cox et al. [47]. This has the advantage that
 some more practical optimization/ implementation issues are considered in [61, 62, 225]. As
 an overview a brief description of a setup using this stereo algorithm is given here.
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Figure 5.3: As a preprocessing of the images they are rectified – via a warp – such that
 corresponding epipolar lines are paired in scan lines. To the right it is seen, that a plane going
 through the two optical centers of the cameras, intersect the image planes in corresponding
 epipolar lines. That is, any 3D point located on this epipolar plane will be depicted to these
 intersecting lines. Hence these lines can be paired as described.


At the outset, the two images are rectified, as illustrated in Figure 5.3, such that the
 scan lines of each of the two images form pairs. These pairs are such that for all pixels the
 correspondence is found in the paired scan line and vice versa. The theory behind why this
 can be done, is the epipolar geometry described in Chapter 4. Methods for doing this are
 presented in [89] and for more general camera configurations in [158].


Following the rectification of the images, it is seen that, the stereo problem can be re-
 duced to just matching paired lines. Cox et al. [47] propose a method for doing this using
 dynamic programming. This is however under the assumption, that there is a monotonic
 ordering of the correspondences, i.e. if pixeliin Image A is matched to pixeljin Image B
 then pixeli+ 1can not match to pixelj−1.


The output of this algorithm is a disparity map, which is how much a given pixel in
Image A should be moved along the scan line to find its corresponding pixel. In other words
the disparity equals the optical flow, where only a scalar is needed, since the direction is
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given, i.e. along the scan line. As in the correspondence problem the measure of similarity
 of matching cost can vary, but usually a correlation2or covariance measure is used.


Once the disparities, and hence the correspondences, have been found, it is ’straight
 forward’ to calculate the depth of the depicted entities and hence the 3D surface.3 As an
 illustration of the described setup, an example is presented in Figure 5.4. It is run on two
 images from a longer sequence from which the camera calibration is achieved via structure
 from motion.


Figure 5.4: An example of the described two view stereo setup: Original image pair (top),
 rectified image pair (middle) and diparity map (lower left) depth map, i.e. distance from the
 first camera to the surface (lower right). The reconstruction quality is quite poor due to noise
 in that camera calibration.



5.3.2 Extension to Multiple Views


In relation to the structure from motion problem where more than two views typically exist,
 there has been some work on directly extending the work on two view stereo to multiple


2normalized covariance.


3A word of warning, a common error in estimating the depth or 3D position is to find the 3D lines associated
with the observed pixels, and then find the 3D point which is closest to them. With noise, a perfect fit is unlikely
to exists and as such this procedure does not minimize the correct error, in that it implicitly assumes a linearized
camera model. Instead it is necessary to make a miniature bundle adjustment, cf. Chapter 4.
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