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Chapter 1. Introduction 


This thesis is concerned with how translators interact with a translation tool that combines 
 Translation Memory (TM) and Machine Translation (MT), a so-called MT-assisted TM 
 translation tool, and with translators’ attitudes to that interaction. In this chapter, I shall 
 briefly introduce MT-assisted TM translation and my motivation for exploring this 


phenomenon. Against this backdrop, the main purpose and research questions of the thesis 
 will be introduced, followed by a description of the overall research design, and 


contributions and delimitations of the research. The chapter concludes with an overview of 
 the remaining five chapters of the thesis.  



1.1 Why Machine Translation-assisted Translation Memory translation? 


Due to globalisation and the explosion in digital content during the last decades, the 
 demand for translation has increased significantly. Indeed, in 2009, the European Union 
 estimated an annual growth of 10% in the demand for translation (Rinsche & Portera-Zanotti 
 2009, p.iii), and in 2016, Common Sense Advisory’s annual study of the translation industry 
 found that the demand for language services continues to grow (DePalma et al. 2016). At 
 the same time, deadlines are getting shorter (Bowker 2015, p.89). Traditional human 
 translation cannot meet these challenges, and translation tools are therefore employed to 
 increase productivity (Bowker 2015, p.89; DeCamp & Zetzsche 2015, p.380; Schmitt 2015, 
 p.234; Doherty 2016, p.948). A TM, which enables the recycling of previous human-


produced translations, has been the most significant type of translation tool for many years. 


In recent years, however, as an additional type of translation aid, TM systems have started 
 to incorporate MT, automatic software-produced translation. The uptake of MT is growing 
 (cf. e.g. Gaspari et al. 2015) and, as stated by Christensen and Schjoldager, implementation 
 of advanced translation technology such as TM and MT “seems to be a must in the 


translation industry” (2016, p.89). The integration of TM with MT is what I shall refer to as 
 MT-assisted TM translation; this type of translation is the central concern of this thesis. 


In an MT-assisted TM environment, translators are provided with translation suggestions, 
 so-called matches, for every sentence in the source text. These matches are either retrieved 
 from a TM or are translated by means of an MT system. In MT-assisted TM translation, 
 translators are assumed to switch between editing TM matches and editing MT matches 
 (O’Brien & Moorkens 2014, p.132). As such, technology is strongly embedded in the 


translation profession and, as stated by Jimenéz-Crespo, “[t]oday, the practice of translation 
 and interpreting cannot be understood independent of the technologies that support it” 


(2015, p.34). Indeed, translation has been characterized as a form of Human-Computer 
Interaction (HCI) and is accordingly referred to as Translator-Computer Interaction (TCI) 
(O’Brien 2012). Despite the undeniable impact of translation technology on translation 
practice, it has not yet left much of an imprint on Translation Studies (TS) (Munday 2009, 
p.15; Candel-Mora & Polo 2013, p.2; O’Hagan 2013; Doherty 2016, p.952), the theoretical 
discipline within which this thesis places itself. However, in the subfield of Translation 



(16)Process Research (TPR), a number of studies have focused on how translators use TM and 
 MT.  


Although TPR has begun to focus on translators’ use of translation tools, and although the 
 integration of MT into TM systems gives rise to a number of questions, as stated by Pym: 


“when we ask what translators really do with translation memories and machine translation, 
 there is not an enormous amount of empirical data to speak of” (2011b, p.2). We know even 
 less about professional translators’ interactions with translation tools in their workplaces 
 (Ehrensberger-Dow 2014, p.357), and several scholars have acknowledged that we need 
 further research in this area (Christensen 2011, p.156; Olohan 2011, pp.353–354; O’Brien 
 2012, p.116). It is worth noting that there has been a growing tendency in TPR to perceive 
 the exploration of translation processes in the workplace context as a logical consequence of 
 viewing translation as a situated and context-dependent activity. Understanding translation 
 as a situated and context-dependent activity which should be investigated in a workplace 
 context and viewing MT-assisted TM translation as TCI are central to this thesis.  



1.2 Purpose statement and research questions 


The primary purpose of the thesis is to explore how professional translators interact with an 
 MT-assisted TM system in practice; its secondary purpose is to explore translators’ attitudes 
 to this type of TCI.  


To attend to these purposes, the following research questions have been devised, with 
 questions 1 through 6 addressing the primary purpose of the thesis and question 7 
 addressing the secondary purpose: 


RQ1:   To what extent do the translators accept, reject and revise TM and MT matches? 


RQ1a:   How do the translators interact with the MT-assisted TM tool when they accept, 
 reject and revise matches? 


RQ2:   How much time do the translators spend on editing TM and MT matches, 
 respectively? 


RQ3:   Do the translators edit the matches in a linear or non-linear manner? 


RQ4:   Do the translators check their translations and if so, are changes implemented in this 
 phase essential or preferential? 


RQ5:   How much do the translators modify TM and MT matches, respectively?  


RQ6:   How much time do the translators spend on reviewing their colleagues’ translations 
 and are changes implemented in this phase essential or preferential? 


RQ7:   What are the translators’ attitudes to TCI in the form of MT-assisted TM translation? 


RQ1-RQ6 relate to different parts of the translation process. RQ1-RQ3 relate to what I term 
the editing phase, RQ4 concerns what I call the checking phase, and RQ5 relates to both of 
these phases. Inspired by Jakobsen’s (2002) distinction between the orientation, drafting 
and end revision phases of the translation process, in this thesis, when I refer to the editing 
phase of the translation process, I refer to the part of the translation process when the 
translators first evaluate the matches and, if they deem it necessary, modify them (similar to 
Jakobsen’s drafting phase), and when I refer to the checking phase, I refer to the translators’ 



(17)potential final examination of whether the target text is adequate (similar to Jakobsen’s end 
 revision phase). The thesis is not concerned with what corresponds to Jakobsen’s 


orientation phase. Jakobsen’s model is described in more detail in Section 3.2.1, and I shall 
 elaborate on my definitions of the editing and checking phases in Section 4.3.2. RQ6 
 concerns what I refer to as review, by which I mean the examination of the translation 
 conducted by a person other than the original translator, which I regard as covering both 
 bilingual (comparison of source and target text) and monolingual (review of target text) 
 examination of the translation. RQ7 is not specifically concerned with one or more parts of 
 the translation process, but addresses translators’ attitudes to TCI in the form of MT-
 assisted TM translation. 



1.3 Overall research design 


The thesis is guided by the worldview of pragmatism. Pragmatism “sidesteps the 


contentious issues of truth and reality, accepts, philosophically, that there are singular and 
 multiple realities that are open to empirical inquiry and orients itself toward solving practical 
 problems in the “real world”” (Feilzer 2010, p.8). Thus, the primary concern in pragmatism is 
 the research problem and how this may be addressed in the most appropriate way. Against 
 this backdrop, an embedded mixed methods research design was chosen based on the 
 perception that a combination of qualitative and quantitative methods best supported the 
 exploration of the research questions. More specifically and based on the viewpoint that the 
 MT-assisted TM translation process is a context-dependent TCI process, the thesis employs 
 an embedded mixed methods research design consisting of a workplace study at a large 
 Danish Language Service Provider (LSP), TextMinded Danmark A/S.1 In the workplace study, 
 a contextual study and an experimental study are embedded.  



1.4 Contribution  


In light of the increasing integration of MT with TM in the translation industry, it is relevant 
 and interesting to explore translators’ interactions with this technology as well as their 
 attitudes to it. In so doing, the thesis contributes theoretically, methodologically and 
 empirically to research into MT-assisted TM translation and MT-assisted TM translation 
 processes in particular. Theoretically, the thesis contributes to TPR, especially research into 
 translation processes in the workplace. Methodologically, the research design and methods 
 used in this thesis illustrate how workplace studies of translators’ interactions with 


technology can be conducted in ways that acknowledge the context-dependence of 
 translation processes and allow for comparisons. Also, the findings may be applicable in 
 didactic contexts, as understanding professional translators’ interactions with technology is 
 relevant for translation trainers and for translation students who may expect translation 
 technology to be an indispensable part of their future professional careers. Finally, exploring 
 translators’ interactions with an MT-assisted TM tool and their attitudes to these 


      


1 TextMinded Danmark A/S is also a member of the TextMinded Group, which is a group of 
 independent European LSPs. The present study exclusively explores TextMinded Danmark A/S. 


Henceforth, I shall refer to TextMinded Danmark A/S only as “TextMinded”.



(18)interactions may help identify technological improvements that are relevant for developers 
 of translation tools (cf. O’Brien 2012, p.116). 



1.5 Delimitation 


The thesis focuses on MT-assisted TM translation as it unfolds at one Danish LSP only. As will 
 be clarified in Chapter 4, the study deals exclusively with one language direction and with 
 two texts from two genres. Furthermore, several MT-assisted TM tools exist; however, the 
 study only examines how the participating translators use the tool SDL Trados Studio 2011, 
 which at the time of data collection was the translation tool primarily used at TextMinded. 


Thus, in these respects, the study is limited in scope, and the findings are not generalizable 
 to MT-assisted TM translation in general.  


Furthermore, the thesis is concerned with an MT-assisted TM setup where the translators 
 are provided with translation suggestions for all sentences in the source text. Thus, the 
 translation process where translators translate from scratch, i.e. without being provided 
 with translation suggestions, is not studied. Finally, although the thesis explores the amount 
 of editing implemented in the translation suggestions provided to translators which may be 
 taken as an indication of the quality of the provided suggestions, it does not include an 
 evaluation of their quality or the quality of the final translation products. 



1.6 Thesis structure 


Chapter 2. Introducing Machine Translation-assisted Translation Memory translation 
 Chapter 2 presents the type of technology which is the focus of this thesis: MT-assisted TM 
 translation. It does so by introducing translation technology and computer-assisted 


translation (CAT) and describing the history and central aspects of MT, TM and MT-assisted 
 TM translation.  


Chapter 3. Theoretical framework 


Chapter 3 situates the thesis within the disciplinary context of TS and the subfield of TPR. It 
 argues that MT-assisted TM translation is a context-dependent process of TCI. After 


describing methods typically applied in TPR, the chapter reviews previous research relevant 
 for this thesis, and addresses emerging research gaps.  


Chapter 4. Methodology 


The fourth chapter presents the methodology of the thesis. It establishes pragmatism as the 
 worldview guiding the study and argues for the suitability of an embedded mixed methods 
 research design. It also describes the design, a workplace study in which a contextual part 
 and an experimental part are embedded. 


Chapter 5. Analyses and results  


In chapter 5, the analyses and findings of the thesis are presented. First, Chapter 5 briefly 
introduces the background for the implementation of MT at TextMinded, describes the 
typical workflow at TextMinded and outlines individual differences between the translators 



(19)who participated in the experimental study. This contextualisation serves to frame the 
 subsequent analyses. The seven research questions are then dealt with in separate 
 subsections, each including an introduction outlining the research question and the data 
 used, a description of the analytical method and its limitations, a presentation of the 
 findings and finally, a synthesis and discussion of the findings.   


Chapter 6. Discussion and conclusion 


In chapter 6, the findings of the thesis are synthesized and discussed. Furthermore, 
limitations and contributions of the thesis are described. The thesis concludes with future 
research perspectives and final remarks.  
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Chapter 2. Introducing Machine Translation-assisted Translation  Memory translation 


In this chapter, MT-assisted TM translation, which this thesis has as its central topic, will be 
 introduced. To this end, the chapter starts with a brief introduction to translation 


technology and CAT, before turning to a short description of the history and central aspects 
 of MT and TM. The chapter ends with a description of MT-assisted TM translation, and 
 outlines central questions arising from the integration of TM and MT.  



2.1 Translation technology 


Translation technologies comprise different types of tools that aid translators in the 
 translation process. Translation technologies have been classified by, among others, Alcina 
 (2008), who groups them into five categories: 1) the translators’ computer equipment, 2) 
 communication and documentation tools, 3) text edition and desktop publishing tools, 4) 
 language tools and resources, and 5) translation tools. The first category includes elements 
 related to the general functioning of the computer such as physical components, antivirus 
 software and printers. The second category comprises tools and resources used by 
 translators to interact with clients and other translators, for example, such as e-mail, chat 
 and virtual networks. Included in the third category are tools used for writing, correcting and 
 editing texts, especially word processors. The fourth category includes tools and resources 
 for the collection and organization of linguistic data such as electronic dictionaries, 


databases and text corpora. The fifth category comprises tools used in “the actual 
 translation process” (Alcina 2008, p.98). This category involves “assisted translation 


programs (which include translation memory management software, terminology databases 
 and word processor) and machine translation programs” (Alcina 2008, p.98). This thesis is 
 specifically concerned with the fifth category. 


Typically, ”assisted translation programs” are referred to as “computer-assisted translation” 


(CAT) tools. The most popular type of CAT tool is the “translator’s workstation” or 


“translator’s workbench”, whose main component is a TM (Bowker & Fisher 2010). Apart 
from the TM, the CAT tool typically contains several other functions, among others a 
terminology management system which allows for the building and leveraging of termbases 
(Bowker & Fisher 2010) and different quality assurance (QA) tools. Today, many CAT tools 
also include MT despite a clear distinction typically being drawn between MT and CAT. This 
distinction has been based on the notion that CAT aims at assisting the translator, whereas 
MT is expected to automate the translation process and to a wide extent replace the 
translator (Alcina 2008, p.80; Bowker & Fisher 2010, p.60; Kenny 2011, p.457; Somers 2011, 
p.427; Dunne 2013a, p.1; Dunne 2013b, p.1; Stein 2013, p.VII; Wong 2015, p.239). However, 
when MT is integrated into CAT tools, the boundary between MT and CAT becomes blurred 
(O’Brien & Moorkens 2014, p.131). Thus, it is questionable whether a clear-cut distinction 
between MT and CAT is fruitful. Also, the use of the term “CAT tool” has been criticized. For 
instance, Zetzsche (2014) has criticized the term when it is used as a synonym for “TM tool”, 



(22)since the latter is only a subcategory of the former, with “CAT tool” also comprising other 
 functions as mentioned above. Instead, he suggests the term “Translation Environment 
 Tools” (TEnTs) to refer to CAT tools, including all features in the tool. However, as noted by 
 Candel-Mora and Polo (2013, p.76) and Teixeira (2014b, p.10), translators and translation 
 scholars continue to talk about CAT tools, which I will also do in this thesis, to refer to the 
 integrated suite of tools, i.e. both TM, MT and the additional tools included, specifying 
 different subcomponents as necessary.  


In 1992, Hutchins and Somers provided an overview of different translation methods in their 
 well-known spectrum (Figure 1). Here, methods of translation are categorized according to 
 the degree of human involvement and degree of mechanization. At one end of the 


spectrum, we find fully automatic high quality translation (FAHQT), i.e. translation of high 
 quality without any human involvement. This corresponds to the perception of MT as a 
 technology which can replace the human translator, as mentioned above. At the other end 
 of the spectrum, we find traditional human translation involving no mechanical aids, i.e. 


translation as it has been carried out for centuries. Between these extremes we find 


machine-aided human translation (MAHT) and human-aided machine translation (HAMT). In 
 MAHT, the translator uses computer-based linguistic aids “as required or desired” (Hutchins 


& Somers 1992, p.150), for example spell checkers, bilingual dictionaries and encyclopedias 
 – and TM systems. In HAMT, MT systems are used to produce translations with the 


assistance of humans when needed, for example in the form of pre-editing a source text 
 before using MT, or in the form of post-editing of MT.  


Figure 1. Hutchins and Somers’ spectrum of translation methods (based on Hutchins and Somers 
 1992, p.148) 


Hutchins and Somers refer to both HAMT and MAHT as CAT. When MT is combined with TM 
 in a CAT tool, this may be regarded as an intermediate form of CAT translation, occupying 
 the middle ground between HAMT and MAHT. In the following sections, I will describe the 
 basics of MT and TM. Historically speaking, TM was an offshoot of research into MT (Garcia 
 2015, p.80), and thus, MT will be treated first, although TM was the first of the two to be 
 widely applied by practising translators. 
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2.2 Machine Translation 


MT, also sometimes referred to as automatic translation, is “a sub-field of computational 
 linguistics (CL) or natural language processing (NLP) that investigates the use of software to 
 translate text or speech from one natural language to another” (Liu & Zhang 2015, p.105). 


The goal of MT is to automate the translation process, and the ultimate goal is to produce 
 FAHQT, although up to now, success in achieving this goal has been limited (Kit & Tak-ming 
 2015, p.213).  


The idea that techniques for code-breaking during the Second World War could be used in 
 computer translation is attributed to Warren Weaver (Somers 2011, p.428).2 A major 
 stimulus for the beginning of MT research was a memorandum in 1949 by Weaver where he 
 called for research in MT (Melby 1981a, p.24; Hutchins 2005, p.1; Hutchins 2015, p.120). 


During the following 10 to 15 years, research in MT started in a number of countries (Somers 
 2011, p.428); however, the quality of the MT output was disappointing (Hutchins 2005, p.2). 


In 1960, Bar-Hillel criticized that the goal of MT was FAHQT, a term originally coined by Bar-
 Hillel himself (Melby 1981a, p.25): he argued that FAHQT was not only unrealistic, but also 
 impossible in principle because computers lack the extra-linguistic knowledge necessary to 
 resolve ambiguities (Bar-Hillel 1960, pp.158–163; Melby 1981a, p.25; Hutchins 2010, p.38). 


In 1964, the Automated Language Processing Advisory Committee (ALPAC) was formed with 
 the purpose of evaluating the progress in MT research, and in 1966 it concluded in the 
 famous ALPAC report that MT was slower, less accurate and twice as expensive as human 
 translation, and that there was “no immediate or predictable prospect of useful machine 
 translation” (ALPAC 1966, p.32). Instead, it suggested machine-aided translation as a means 
 to better, quicker and cheaper translation (Garcia 2012, p.296). Although the report was 
 widely criticized (Hutchins 2010, p.39), its impact was profound, and Melby refers to the 
 ALPAC report as a “funeral announcement for significant funding of machine translation” 


(1981a, p.25) as it brought a virtual end to MT research in the United States and also had 
 significant impact elsewhere (Hutchins 2005, p.2). However, research still continued in a 
 number of countries including Canada, France and Germany (Hutchins 2005, p.2), and MT 
 research experienced a revival in the United States from the mid-1970s (Hutchins 2010, 
 p.43; Liu & Zhang 2015, p.107).  


Until the end of the 1980s, the predominant approach to MT was rule-based (Hutchins 2015, 
 p.128). Rule-based MT (RBMT) “relies on morphological, syntactic, semantic, and contextual 
 knowledge about both the source and target languages respectively and the connections 
 between them to perform the translation task” (Yu & Bai 2015, p.186). This requires manual 
 development of linguistic rules, and is thus costly and time-consuming (Liu & Zhang 2015, 
 p.201). In the early 1990s, interest in exploiting large text corpora for MT grew, and 
 researchers turned to statistical methods (Hutchins 2010, p.29). Statistical MT (SMT) “is 
 based on the idea that a computer program can “learn” how to translate by analyzing huge 
 amounts of data from previous translations and then assessing statistical probabilities to 
 decide how to translate a new input” (Somers 2011, p.434). The statistical approach is now 
       


2 Here, a few key points in the history of MT are provided. For more comprehensive accounts of the 
history of MT and post-editing, see e.g. (Somers 2011; Hutchins 2010; Hutchins 2015; Garcia 2012).  



(24)the predominant paradigm within MT, but many researchers also adopt “hybrid” 


approaches that combine SMT and RBMT (Hutchins 2010, p.54). SMT is said to generate the 
 best translations when the MT system is “trained” with data from a specific domain and 
 used for translating texts from that same domain (Somers 2011, p.436; Stein 2013, p.XI; 


Cettolo et al. 2014, p.2). Data used for training of MT systems include TMs and client-specific 
 terminology in a termbase. In addition, the source text may be pre-edited or written in a so-
 called controlled language where vocabulary and syntax are restricted in order to improve 
 the quality of the MT output. The most recent development in MT research is Neural MT 
 (NMT), a new approach to MT that is based on large so-called artificial neural networks. 


NMT is said to be a promising approach to MT, but is still in the early stages of development 
 (Thang et al. 2016). 


Two applications of MT are usually distinguished: 1) when users only want to get a basic idea 
 of the content of a text, and 2) as a step in the production of a text of publishable quality. 


The former is referred to as MT for assimilation or “gisting”, and the latter as MT for 
 dissemination (Forcada 2010, pp.217–218; Hutchins 2010, p.30; Garcia 2012, p.305; 


Hutchins 2015, pp.126–127). Depending on how the translation is used, MT output might be 
 used as it is, or “light” or “full” post-editing of the output may be performed. According to 
 Allen, the task of post-editing is to “edit, modify and/or correct pre-translated text that has 
 been processed by an MT system from a source language into (a) target language(s)” (2003, 
 p.297). Post-editing has usually been viewed as a task that is different from revision of TM 
 matches and review of other translators’ translations, mainly because raw MT output 
 typically contains other types of errors than those found in translations made by humans 
 (Hutchins 2015, p.126; Mesa-Lao 2015, pp.5–7; O’Brien 2016). Typically, the MT engine 
 provides a static suggestion for the translation of a source segment which can then be post-
 edited, but recent developments include interactive functions where the MT engine updates 
 the translation suggestion on the fly in response to the post-editor’s entered edits (cf. e.g. 


the Interactive Translation Prediction function developed by the CasMaCat project (Sanchis-
 Trilles et al. 2014) and Lilt as described by Zetzsche (2016)).  


The point of using MT is to speed up the translation process and thus reduce translation 
 cost. This, however, requires that the raw MT output is of good enough quality for post-
 editing to be more profitable than translation from scratch. Krings (2001, p.178) established 
 post-editing effort as the key determinant of whether the application of MT is worthwhile. 


He distinguished three types of post-editing effort, namely temporal, cognitive and technical 
 effort. Temporal effort refers to the time spent on editing MT output, cognitive effort refers 
 to the mental processing involved in editing the output, and technical effort refers to the 
 physical actions needed to edit the output. Since cognitive effort cannot be observed 


directly, temporal and technical effort are used as indicators of cognitive effort. According to 
Krings (2001, pp.178–179), temporal effort is the most important measure of the economic 
viability of MT and the effort most easily measured. Technical effort has been approached 
by measuring the number of keystrokes and cut-and-paste operations involved in post-
editing as well as by measuring the so-called edit distance between the raw MT output and 
the post-edited version (Koponen 2012, p.182), reflecting the amount of editing needed to 
change the MT output into the final translation. The edit distance is often measured by 



(25)means of automatic evaluation metrics such as BLEU, METEOR and HTER and is also taken to 
 be an indicator of the quality of the MT output (Kit & Tak-ming 2015, p.225). In terms of 
 quality, another area of interest in MT research is “confidence estimation”, i.e. the 
 production of so-called “confidence scores” that provide translators with an indication of 
 the quality of the provided MT suggestion (Specia et al. 2009). However, this has not yet 
 been widely implemented in commercial tools (O’Brien & Teixeira 2016a). 



2.3 Translation Memory 


After it was realized that automation of the translation process by means of MT was a bigger 
 challenge than expected, attention turned to developing tools that could aid translators 
 (Bowker & Fisher 2010, p.60; Folaron 2010, p.342; Dunne 2013a, p.1; Garcia 2015, p.70). 


Although CAT tools did not become commercially available until the 1990s, the basic idea 
 behind them goes back to the 1960s and 1970s when the first proposals for the various 
 components that would come to be part of the translator’s workstation were put forward 
 (Hutchins 1998; Kenny 2011, p.465). Hutchins (1998) attributes the idea of using a 


translation archive as what is now known as a TM to Arthern (1979). Arthern argued that a 
 system should be devised in which source texts and their translations were stored, and 
 which could compare a new source text to this archive and retrieve similar text units. 


Arthern referred to this as “translation by text-retrieval”. Another important step in the 
 development of TM was Kay’s (1980) report in which he proposed a translator’s workstation 
 (or amanuensis, as he called it) which would help the translator (and not replace the 


translator as many of Kay’s contemporaries still believed that MT could), for example in 
 finding previously translated passages. According to Hutchins (1998, p.297), Melby’s (1981a; 


1981b; 1982; 1984) suggestion that a bilingual concordance would be a valuable tool for 
 translators and his proposals for a translator’s workstation were also important to the 
 development of TM. In the early 1990s, four commercial TM systems appeared on the 
 market (TranslationManager/2 from IBM, the Transit system from STAR AG, the Eurolang 
 Optimizer and the Translator’s Workbench from Trados) (Hutchins 1998, p.303; Christensen 


& Schjoldager 2010, p.90).  


A TM is a database of paired source and target texts divided into segments, typically 


sentences. The primary purpose of using TMs is to recycle past translations; as such, the TM 
 can be said to constitute a supplementary memory for the translator (Christensen 2011, 
 p.140; Dunne 2013b, pp.2–3). A source-text segment stored together with its translation is 
 called a “translation unit”. Choosing the sentence as the primary translation unit has been 
 discussed and criticized, since segmentation into sentences may not correspond to the 
 cognitive translation unit, i.e. cognitive segmentation on the part of the translator. Dragsted 
 (2006) has highlighted this discrepancy which, according to Melby and Wright, may lead to a 


“cognitive disconnect between the human translator and the TM” (2015, p.663). 


Nonetheless, the sentence continues to be the typical translation unit in CAT tools. 


A TM can be built interactively by a translator who populates the TM with translation units 
as he or she translates, or it can be created by aligning source and target segments in 
previously translated texts (Kenny 2011, p.65ff.). When working with a TM, a new source 



(26)text is automatically divided into segments; each segment is compared to the TM, and so-
 called matches between the new source text and the contents in the TM are retrieved. This 
 can occur either before or during the translation process, referred to as pretranslation and 
 interactive translation, respectively (Kenny 2011, p.470; Garcia 2015, p.71). Three types of 
 matches are normally distinguished: exact or 100% matches (referred to in this thesis as 
 100% matches), fuzzy matches and no matches. If a new source segment is identical to a 
 source segment stored in the TM, a 100% match will be retrieved into the target segment; if 
 the source segment is not identical, but similar to a segment in the TM, a fuzzy match is 
 retrieved; and if the TM contains no similar segment, we talk about a no match, in which 
 case the target segment will be left empty in a traditional TM system. The translator will 
 then have to translate the source segment from scratch. The degree of similarity between a 
 fuzzy match and a new source segment can, in principle, range from 1 to 99%; however, the 
 threshold is often set at 70%, meaning that fuzzy matches are provided for segments with 
 match values between 70% and 99%, and segments with match values below 70% are 
 treated as no matches and left empty. 


Some tools also offer context matches. A context match (CM) is a 100% match where the 
 two source text segments are also preceded by exactly the same segment, i.e. occur in the 
 same context. In that sense, a context match is better than a 100% match. If translators 
 want to pretranslate matches, they can choose to pretranslate only those segments where 
 100% and context matches are found in the TM or also those where fuzzy matches are found 
 (Candel-Mora & Polo 2013, p.79). When presented with a match, the translator can choose 
 to accept it, revise it or reject it and then translate the source segment from scratch (Bowker 


& Fisher 2010, p.61; Kenny 2011, p.467; Garcia 2015, p.81). Typically, a translated segment 
 will become immediately available for reuse in case an identical or similar segment occurs 
 later in the same source text (Melby & Wright 2015, p.663).  


When a match is retrieved, it is typically displayed together with a set of metadata, such as 
 its provenance (i.e. whether it comes from a TM or, in the case of MT-assisted TM, from an 
 MT engine), its TM match value, and textual differences between the new source segment 
 and the source segment retrieved from the TM (cf. e.g. Teixeira 2014b). Also, some texts 
 contain so-called tags, which contain information on formatting and structure in the 
 document, for example, on whether a word is to be formatted in bold or italics. Placeables 
 and variables, i.e. numbers, times, dates, names etc., and terminology suggestions from 
 termbases are also typically highlighted (the latter is referred to by Bowker (2002, p.101) as 
 active terminology recognition). Warburton (2015, pp.655–656) characterizes active 


terminology recognition as a “push approach”, since terminology is “pushed” to the 


translator at the moment it is needed, if the sentence to be translated contains a term which 
is in the termbase. In addition to the aforementioned functions, TM systems typically offer a 
concordancing function, which allows the translator to search the TM for specific words or 
strings of words (Melby & Wright 2015, p.668). This, on the other hand, reflects a “pull 
approach”, “where the user decides if and when to access the information” (Warburton 
2015, p.656). According to Valli (2014, p.59), concordance searches can be carried out as so-
called spot searches (one-time search events) or as one or more search sessions (a repeated 
search for the same or changed text strings). In the case of a search session, the initial 



(27)search may be changed in different ways in subsequent searches. For example, the initial 
 search may be reduced through a left or a right trim (where the left- and right-most part are 
 removed, respectively) (Valli 2014, p.61). Also, some tools include “the relatively new 
 feature of automatically predicting the text that is being typed and giving a drop-down list of 
 potential alternatives” (O’Brien 2012, p.116), referred to as an “as-you-type” automatic 
 translation suggestion by Dunne (2013b, p.4). For example, in the CAT tool SDL Trados 
 Studio, this feature is called AutoSuggest. Finally, TM tools often offer features or shortcuts 
 for other functions such as easily copying the source text into the target segment (called 
 Copy Source to Target in SDL Trados Studio) and for automatically skipping 


confirmed/translated segments and moving to the next unconfirmed/untranslated segment 
 (Dunne 2013b, p.4).  


Thus, by means of a TM, translators quickly retrieve previously translated text and, for 
 example, translate a revised or updated source text more efficiently than without a TM 
 system (Melby & Wright 2015, p.664). More than one translator can also use the same TM 
 and collaborate on a translation task. Whether the TM is used by an individual translator or 
 by pairs or teams of translators, the advantages of using a TM include increased 


productivity, increased terminological consistency and reduction of repetitive work (O’Brien 
 2012, pp.106–107). A number of disadvantages have, however, also been highlighted. For 
 example, TMs may contribute to error propagation, since translations that contain errors are 
 recycled in the TM. In that sense, TMs work on a “garbage in, garbage out” principle (Risku 
 2007, p.92; Melby & Wright 2015, p.665). The sentence-by-sentence approach has also been 
 problematized, not only because this segmentation may not correspond to the translator’s 
 cognitive segmentation of the text, as mentioned above, but also because translators might 
 lose track of the text as a whole because they are forced to work with isolated sentences. 


This may have a detrimental effect on the quality of the target text because the linearity of 
 the text, its cohesion, is disrupted (Pym 2011b, p.3; O’Brien 2012, p.114; Candel-Mora & 


Polo 2013, p.81; LeBlanc 2013, p.7). As expressed by Garcia, translators are “locked into the 
 segment, removed from a holistic view of the text” (2008, p.58). In this respect, Melby et al. 


(2015, p.413) state that the segment-by-segment approach is based on the notion of 


monotonicity, where segments of source and target texts are assumed to progress in parallel 
 with no need for changes in the target text. They warn that this might impose a monotonic 
 mindset on translators, and they question whether the segment-by-segment approach has 


“reduced the richness of translation by imposing the sequence of source-language segments 
 on the target language” (Melby et al. 2015, p.417). Translators might not only feel that they 
 should stay close to the structure of the source text (Bowker & Fisher 2010, p.63; LeBlanc 
 2013, p.2), they might also be inclined to adapt their style to get more matches (Candel-
 Mora & Polo 2013, p.81), for example by avoiding the use of anaphoric and cataphoric 
 references and opting for lexical repetitions that can yield a higher proportion of 100% 


matches (O’Hagan 2009, p.50), a phenomenon referred to as “peep-hole translation” (Heyn 
 1998, p.135).  


Not only is the translation process potentially restrained by a CAT tool in several ways, but it 
is also argued that recycling segments which may have been retrieved from texts that have 
been translated by different translators may make the target text read like a “stylistic 



(28)hodgepodge”, a “stylistic patchwork” or a “sentence salad” (Bédard 2000, p.45; Bowker 
 2005, p.16; Lagoudaki 2008, p.266; Kenny 2011, p.471). Also, employers might require 
 translators to use matches exactly as they are retrieved from the TM and thus translators 
 might not be free to improve the text as they see fit, a phenomenon referred to by LeBlanc 
 as “enforced recycling” (2017). This could impact negatively on translators’ professional 
 autonomy and satisfaction (LeBlanc 2017).  



2.4 Machine Translation-assisted Translation Memory translation 


In traditional TM systems, no matches have to be translated from scratch, but as the quality 
 of MT output improved, TM systems started to incorporate MT as an additional translation 
 aid. This integration of TM and MT means that translators and translation companies can 
 pretranslate a source text with 100% and fuzzy matches and then machine translate the no 
 matches, resulting in a “hybrid” pretranslated text (Garcia 2009, pp.206–207; Guerberof 
 Arenas 2009, p.11; Tatsumi 2010, pp.26–27; Pym 2011a, p.1; Flanagan & Christensen 2014, 
 p.257; Teixeira 2014b, p.16; Ehrensberger-Dow & O’Brien 2015, p.112). In this environment, 
 translators are provided with suggestions for the translation of every sentence in the source 
 text. This type of translation is what I refer to as “MT-assisted TM translation”.  


The convergence of TM and MT gives rise to a number of questions. For instance, relating to 
 the blurring boundary between MT and CAT as mentioned earlier in this chapter, since 
 translators in an MT-assisted TM environment alternate between editing TM matches and 
 post-editing MT output (O’Brien & Moorkens 2014, p.132), does it make sense to distinguish 
 between these two tasks? Indeed, the blurring of the boundary between MT and TM seems 
 to be reinforced when translators edit MT output which is then included in the TM and 
 retrieved as TM matches in new translations and when TM data are used to train MT 
 engines. Thus, as indicated by O’Brien, it seems more appropriate to treat MT-assisted TM 
 translation as “an integrated CAT task” (2016b). Along the same lines, Teixeira (2014b, 
 pp.184–185) suggests that we either broaden the definition of post-editing to include 
 editing of TM matches as well, or we drop talking about post-editing and talk about 


“translation” instead, since today virtually no translation happens without technology.3 I 
 agree that, with the integration of TM and MT, it does not appear fruitful to refer to working 
 with TM and MT matches as two different activities.4 Therefore, throughout the thesis, as 
 also indicated in the introduction, I shall refer to the part of the MT-assisted TM translation 
 process where the translators evaluate the provided TM and MT matches and, if they deem 
 it necessary, modify them, as editing. I regard editing as a fitting label for this part of the 
       


3 Silva’s definition of post-editing is an example of the first of Teixeira’s suggestions. Silva defines 
 post-editing as ”the act of correcting a translation proposal” (2014, p.26). He specifies that correcting 
 output from an MT engine may be referred to as ”post-editing MT”, whereas correcting TM matches 
 may be referred to as ”human post-editing”.  


4 Interestingly, in the ISO 17100:2015 standard for translation services, it is specified that the term 
 post-edit “does not refer to a situation where a translator sees and uses a suggestion from a machine 
 translation engine within a CAT (computer-aided tool)”, but rather to a situation where a ”post-editor 
 will edit output automatically generated by a machine translation engine” (The International 


Organization for Standardization 2015, p.2). Thus, there is a clear distinction between these two 
activities, but a specific term is not provided for editing MT matches within a CAT tool.  



(29)MT-assisted TM translation process since the translators are provided with translation 
 suggestions for every sentence in the source text and are thus encouraged to edit these 
 rather than translate from scratch. If we relate this to Jakobsen’s (2002) tripartite model of 
 the translation process (mentioned in the introduction and further explained in Section 
 3.2.1), we may say that the nature of his drafting phase has changed to being a process of 
 editing matches. In Hutchins and Somers’ (1992) spectrum shown in Figure 1 above, drafting 
 would seem to gradually turn into editing as we move to the left, i.e. from human 


translation to HAMT, i.e. as the degree of human involvement decreases and the degree of 
 mechanization increases. Finally, I note that I refer to suggestions coming from both a TM 
 and an MT engine as “matches”, although ”match” is technically not entirely accurate when 
 discussing MT suggestions, since, contrary to TM, comparison which might produce a 


“match” is not involved.  


The combination of TM and MT raises other questions as well. How do translators actually 
 interact with the MT-assisted TM tool to produce translations? For example, what is the 
 difference between editing TM matches and editing MT matches, in terms of both the time 
 translators spend on the respective matches and the amount of editing they perform? 


Following on from that, what is the appropriate threshold between the use of TM and MT 
 matches, i.e. below which TM threshold should MT be applied? This has been a point of 
 particular interest in previous research (Bruckner & Plitt 2001; Tatsumi 2010; Guerberof 
 Arenas 2012), and is a point that is also highly relevant to the translation industry. 


Furthermore, we might ask whether interaction between the translator and the TM and MT 
 matches, respectively, differs, for example, in terms of the use of tools and resources other 
 than the matches themselves (e.g. concordance searches, Web searches and the like)? Also, 
 does the integration of TM and MT have implications for the checking phase, i.e. the 


translators’ final examination of whether the target text is adequate, and for the review part 
 of the translation process? In addition, Schmitt (2015) and O’Brien (2012), for example, have 
 pointed out that translators have conflicting perceptions of MT and their future as 


translators, with Schmitt stating that “[e]ither it is assumed that the MT can never be as 
good as a human translation or machine translation is viewed as the ultimate enemy of the 
translator and as a job killer“ (2015, p.234; cf. also O’Brien 2012, p.119). So, another 
relevant question concerns what translators think about the integration of MT into TM 
systems. These questions will be addressed in this thesis.   
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