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(2)In the literature, traditional univariate and multivariate control charts have been designed to 
monitor  uncorrelated  variables.  However,  in  real  life  the  data  collected  in  time  often  show 
serial  dependency.  Since  this  serial  dependency  affects  the  false  alarm  rate  and  the  shift 
detection capability, traditional control charts are effected. In this research we use the X-chart 
for  univariate  case  and  Hotelling  T-square  control  chart  for  the  multivariate  case.  The  first 
objective  is  to  measure  the  shift  detection  performance  of  proposed  methods  in  the 
combination  of  different  autocorrelation  levels  and  various  magnitudes  of  shifts  in  the 
process mean. For the univariate case proposed methods are to use X-chart based on raw data 
and based on residuals. For the multivariate case, using the Hotelling T-square control chart 
based  on  raw  data,  residuals  and  reconstructed  data  with  lagged  variables  are  the  proposed 
methods. Raw data is generated based on the univariate first order autoregressive, AR(1), and 
bivariate first order vector autoregressive, VAR(1), structure. The residuals are considered as 
an output of perfectly modelled raw data. Reconstructed data is considered as expanded data 
with  two  lagged  variables.  The  second  objective  is  to  take  autocorrelation  into  account  by 
adjusting  the  control  limits  to  in  control  ARL  using  the  Hotelling  T-square  control  chart 
based  on  proposed  methods  for  the  multivariate  case  in  the  combination  of  different 
autocorrelation levels and various magnitudes of shifts in the process mean. Finally, the shift 
detection performances of the proposed methods are compared by using average run length as 
performance measure. 



(3)I would like to thank my supervisor Murat Kulahci,  


who provided me various valuable suggestions and comments during my work on this thesis. 


This thesis is completed through his continuous support, guidance and encouragement on 
 overcoming problems, making corrections for all the time of research and on writing of this 


thesis. Without his help and patience, this work would not have been possible. 



(4)ACKNOWLEDGEMENTS ... 1 


LIST OF TABLES... 1 


Chapter 1 ... 1 


Introduction ... 1 


Chapter 2 ... 4 


Literature Review ... 4 


Chapter 3 ... 7 


Monitoring Univariate Time Series ... 7 


3.1     AR (p) Models ... 9 


3.2     Determination of the number of observations in Phase I ... 12 


3.3     Residuals of AR (1) Models ... 18 


Chapter 4 ... 26 


Monitoring Multivariate Time Series ... 26 


4.1     Multivariate Normal Distribution ... 27 


4.2     Hotelling T-square Control charts ... 29 


4.3    Determination of UCL for different number of observations in Phase I ... 32 


4.4     Hotelling T-square Control Charts for Multivariate Autocorrelated Data ... 34 


4.5     VAR(p) Models ... 35 


Chapter 5 ... 49 


Hotelling T-square Statistics on Data Matrix with Lagged Variables ... 49 


Chapter 6 ... 55 


Comparison of Proposed Methods ... 55 


Chapter 7 ... 62 


Conclusion ... 62 


REFERENCES ... 64 


APPENDIX ... 66 


Appendix A ... 66 


Appendix B ... 72 


Appendix C ... 74 


Appendix D ... 76 


D.1   Simulations for Chapter 3 ... 76 


D.2   Simulations for Chapter 4 ... 80 


D.3   Simulations for Chapter 5 ... 85 


D.4   Simulations for Chapter 6 ... 87



(5)Table 1 Control limits with known parameters for AR (1) process ... 15


Table 2 ARLs obtained by using  X-chart based on the raw data in the combination of different autocorrelation 
 levels and different number of observations in Phase I for AR (1) process ... 16


Table 3 ARLs obtained by using X-chart based on the ... 20


Table 4 ARLs obtained by using X-chart based on the residuals with ... 21


Table 5 The detection capability of first and subsequent residual ... 22


Table 6 ARLs obtained by using X-chart based on raw data and residual from AR(1) process ... 24


Table 7 ARLs obtained by using Hotelling T-square control chart based on independent data with theoretical 
 UCL and simulation based UCL ... 33


Table 8 Comparison of the ARLs obtained by using Hotelling T-square control charts based on raw data and 
 residuals from VAR(1) process in Phase I for different autocorrelation levels and various magnitudes of 
 shifts ... 39


Table 9 Comparison of the ARLs obtained by using Hotelling T-square control charts based on raw data and 
 residuals from VAR(1) process in Phase I for different autocorrelation levels and various magnitudes of 
 shifts with    (      )       ... 40


Table 10 Comparison of the ARLs obtained by using Hotelling T-square control charts based on raw data and 
 residuals from VAR(1) process in Phase II for different positive autocorrelation levels and various 
 magnitudes of shifts ... 41


Table 11 Comparison of the ARLs obtained by using Hotelling T-square control charts based on raw data and 
 residuals from VAR(1) process in Phase II for different positive autocorrelation levels and various 
 magnitudes of shifts with    (      )       ... 45


Table 12 Comparison of the ARL obtained by using Hotelling T-square control charts based on data matrix with 
 lagged variables in Phase I with different autocorrelation levels ... 50


Table 13 Comparison of the ARLs obtained by using Hotelling T-square control charts based on data matrix 
 with lagged variables in Phase II for different positive autocorrelation levels and various magnitudes of 
 shifts ... 51


Table 14 Comparison of the ARLs obtained by using Hotelling T-square control charts based on data matrix 
 with lagged variables in Phase II for different positive autocorrelation levels and various magnitudes of 
 shifts with     (      )       ... 53


Table 15a Adjusted upper control limits for Hotelling T-square control charts based on proposed methods with 
 Φ matrix in (6.1) ... 56 


Table 15b Comparison of the ARLs obtained by using Hotelling T-square control charts with adjusted upper 
 control limits based on propose methods with Φ matrix in (6.1) ... 56


Table 16a Adjusted upper control limits for Hotelling T-square control charts based on proposed methods with 
   matrix in (6.1) with   (      )       ... 57 


Table 16b Comparison of the ARLs obtained by using Hotelling T-square control charts with adjusted upper 
 control limits based on proposed methods with   matrix in (6.1) with    (      )       ... 57


Table 17a Adjusted upper control limits for Hotelling T-square control charts based on proposed methods with 
   matrix in (6.2) ... 57 


Table 17b Comparison of the ARLs obtained by using Hotelling T-square control charts with adjusted upper 
 control limits based on proposed methods with   matrix in (6.2) ... 58


Table 18a Adjusted upper control limits for Hotelling T-square control charts based on proposed methods with 
   matrix in (6.2) with     (      )       ... 58 


Table 18b Comparison of the ARLs obtained by using Hotelling T-square control charts with adjusted upper 
control limits based on proposed methods with   matrix in (6.2) with    (      )       ... 59



(6)Table 19a Adjusted upper control limits for Hotelling T-square control charts based on proposed methods with 
   matrix in (6.3) ... 59 
 Table 19b Comparison of the ARLs obtained by using Hotelling T-square control charts with adjusted upper 


control limits based on proposed methods with   matrix in (6.3) ... 60
 Table 20a Adjusted upper control limits for Hotelling T-square control charts based on proposed methods with 


  matrix in (6.3) with     (      )       ... 60 
 Table 20b Comparison of the ARLs obtained by using Hotelling T-square control charts with adjusted upper 


control limits based on proposed methods with   matrix in (6.3) with     (      )       ... 61 
 Table A.1 Comparison of the ARLs obtained by using Hotelling T-square control charts based on raw data and 


residuals from VAR(1) process in Phase II for different negative autocorrelation levels and various 
 magnitudes of shifts ... 57 
 Table A.2 Comparison of the ARLs obtained by using Hotelling T-square control charts based on raw data and 


residuals from VAR(1) process in Phase II for different negative autocorrelation levels and various 
 magnitudes of shifts with    (      )       ... 57 
 Table B.1 Comparison of the ARLs obtained by using Hotelling T-square control charts based on data matrix 


with lagged variables in Phase II for different negative autocorrelation levels and various magnitudes of 
 shifts ... 70 
 Table B.2 Comparison of the ARLs obtained by using Hotelling T-square control charts based on data matrix 


with lagged variables in Phase II for different negative autocorrelation levels and various magnitudes of 
 shifts with    (      )       ... 71 
 Table C.1 Comparison of the ARLs obtained by using Hotelling T-square control charts with theoretical upper 


control limits based on proposed methods with Φ matrix in (6.1) ... 72 
 Table C.2 Comparison of the ARLs obtained by using Hotelling T-square control charts with theoretical upper 


control limits based on proposed methods with Φ matrix in (6.2) ... 73 
 Table C.3 Comparison of the ARLs obtained by using Hotelling T-square control charts with theoretical upper 


control limits based on proposed methods with Φ matrix in (6.3) ... 73 



(7)
Chapter 1 



Introduction 


Statistical  process  control  (SPC)  is  a  powerful  method  to  increase  the  product  quality  and 
 lower  the  production  costs  by  controlling,  monitoring  and  improving  the  process.    It  was 
 originally introduced by Walter Shewhart in the early 1930’s. Shewhart called a process that 
 operates under the common causes variation as being in statistical control while the process 
 with  assignable  causes  indicates  out  of  control.  Common  causes  are  usual  or  predictable 
 whereas assignable causes are unusual or unpredictable variations in the system. The process 
 with  common  causes  could  be  described  by  a  probability  distribution.  In  SPC,  it  is  often 
 assumed that the quality characteristic is normally distributed. The parameters of this normal 
 distribution  are  used  to  determine  the  control  limits.  For  normally  distributed  statistics, 
 control limits often cover the 99.73% of all statistics, which indicates control limits are at  3 
 standard deviation distance from the mean. In control charts, if the plotted point falls within 
 these control limits, the process is considered as in control process, but if plotted point falls 
 either above or below the control limits, the control chart signals or an alarm is declared.  


In  many  statistical  control  applications  the  process  would  have  more  than  one  quality 
 characteristics.  Control  charts  for  single  variables,  i.e.  univariate  control  charts,  can  only 
 monitor one quality characteristic, which means that the engineer should look at each quality 
 characteristic separately. But by doing this, any correlation among the quality characteristics 
 would be ignored. For that, traditional multivariate statistical process control (MSPS) charts 
 such  as  Hotelling  T-square  (multivariate  Shewhart),  multivariate  exponentially  weighted 
 moving  average  (MEWMA),  multivariate  cumulative  sum(MCUSUM)  control  charts  are 
 used. Applications with multivariate statistical techniques contain the correlation information 
 among  the  quality  characteristics.  So,  considering  the  multivariate  methods  in  the  case  of 
 more than one quality characteristics would be better in comparison to univariate methods. 


The  general  assumption  for  multivariate  control  procedure  is  that  the  observations  are 
uncorrelated or statistically independent over time. In real life, however, the data collected in 
time  often  show  serial  dependency.  Many  manufacturing  and  chemical  processes  yield 
multivariate  data  that  have  correlation  between  the  successive  observations  and  also  cross 
correlation between the  quality  characteristics.  It is  expected that the autocorrelation affects 
the  false  alarm  rate  and  the  shift  detection  power.  Therefore,  when  the  assumption  of 
independence  is  often  violated,  the  control  charts  developed  under  the  assumption  of 
independence would be effected by this violation. In this study we investigate the impact of 
autocorrelation on the performance of univariate and multivariate control charts. We use X-
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 chart  for  the  univariate  case  and  Hotelling  T-square  control  chart  for  the  multivariate  case, 
 which is one of the widely used techniques in multivariate statistical process control. 


In the literature there are two general approaches to deal with autocorrelation in the process. 


For  the  first  method,  when  the  univariate  control  charts  are  being  used  for  autocorrelated 
 data,  it  is  suggested  to  fit  univariate  time  series  models  such  as  ARMA  to  the  data  and 
 monitor  the residuals.   For multivariate  autocorrelated  data, multivariate time series models 
 such  as  VARMA  are  used.  For  the  second  method, traditional  control  charts  with  modified 
 control  limits  are  used  to  monitor  the  autocorrelated  data  to  account  for  autocorrelation. 


However a problem with multivariate time series model is the number of variables. When the 
 number  of  variables  is  large,  the  model  estimation  would  be  difficult.  The  number  of 
 parameters would be  estimated increases  with  the large number of variables. Therefore, the 
 estimation  of  parameters  with  large  number  of  variables  would  be  almost  impossible  even 
 with  modern  day’s  computer.  Alternatively,  we  also  propose  to  fit  univariate  model  to 
 individual observations of multivariate data and consider the residuals by using Hotelling T-
 square  control  charts.  But  this  would  ignore  the  cross  correlation  among  the  variables. 


Another  method  we  consider  for  multivariate  data  is  to  expand  the  data  by  adding  lagged 
 variables, and use Hotelling T-square control charts based on the expanded data. Mason and 
 Young  (2002)  suggest  to  add  lagged  variables  to  dataset  and  to  monitor  the  process  with 
 Hotelling T-square control chart. The problem with that method in the case of large number 
 of variables is how many lagged variables should be added to data matrix.  


Although  the  residuals  from  a  time  series  model  are  uncorrelated,  they  may  not  be  good 
 enough  to  detect  the  process  mean  shift.  Harris  and  Ross  (1990),  Longnecker  and  Ryan 
 (1990)  and Zhang (1997) recognized that the control charts based on residuals from a first- 
 order autoregressive, AR (1), process may have poor detection power to detect the shift in the 
 process mean. Here we also examine these suggestions for univariate case by using X-chart 
 and extend it to multivariate cases by using Hotelling T-square control charts. 


In this study, for the univariate case, we use univariate control charts based on raw data and 
the  residuals  of  a  univariate  time  series  model,  and  for  the  multivariate  case,  we  use 
multivariate  control  charts  based  on  raw  data,  based  on  the  residuals  of  a  univariate  and  a 
multivariate  time  series  model  and  expanded  data  matrix  with  lagged  variables.  For 
simplicity,  proposed  methods  are  based  on  Hotelling  T-square  control  charts  on  raw  data 
which has bivariate VAR (1) structure, residuals from bivariate VAR (1) and AR (1) model, 
and expanded data matrix with  two lagged  variables.  The performance  comparison  of these 
proposed methods are made based on the combination of different autocorrelation levels and 
the magnitudes of the shifts in the process mean by calculating the average run lengths. Run 
length is the time that a process- monitoring scheme first signals. Average run length (ARL) 
is the average of the run lengths, or the average run length (ARL) is the average number of 
points that must be plotted before a point indicates an out of control condition (Montgomery, 
2009, p. 191), and in the literature it is used to evaluate the performance of the control charts . 
The  fact  that  run  length  for  good  process  has  exponential  distribution.  In  this  study  we 
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 calculate the average run length either based on the exponential distribution of run lengths for 
 good process or by simply taking the average of the run lengths.  


In  chapter  2,  literature  review  is  examined  on  the  existing  statistical  control  applications 
based on autocorrelated data, in chapter 3 we try to compare the shift detection capability of 
X-chart  based  on  raw  data  which  have  first  order  autoregressive  structure  and  the  residuals 
from AR (1) model in the combination of different autocorrelation levels and the magnitudes 
of  shifts  in  the  process  mean.  In  chapter  4,  the  performance  of  Hotelling  T-square  control 
chart based on the data which have  first order bivariate vector autoregressive structure and 
the residuals of bivariate VAR(1) model are considered. Shift detection capabilities of these 
two methods are compared using different autocorrelation levels and the magnitudes of shifts 
in the process mean. In chapter 5, the performance of Hotelling T-square control chart based 
on the multivariate autocorrelated data reconstructed with lagged variables  is considered.  In 
chapter 6, the shift detection performance of the proposed methods in chapters 4 and 5 with 
one  another  method  which  is  to  fit  AR  model  to  the  individuals  in  the  multivariate 
autocorrelated data matrix is compared by adjusting the control limits in the combination of 
various  magnitudes  of  shifts  with  the  autocorrelation  matrix  corresponds  to  low,  moderate 
and  high  autocorrelation  levels.  Finally,  in  chapter  7,  conclusions  and  future  studies  are 
discussed for the proposed methods. 
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Chapter 2 



Literature Review 


The  main  assumption  of  many  traditional  univariate  process  control  techniques  is  that  the 
 observations are independent over time. If the variables in the process exhibit correlation over 
 time,  this  assumption  may  be  violated  since  the  autocorrelation  may  effect  the  false  alarm 
 rate and the shift detection power. Hence, traditional control charts would be effected by this 
 violation.  This  problem  has  been  studied  by  many  authors,  Vasilopoulos  and  Stamboulis 
 (1978),  Alwan  and  Roberts  (1988),  Harris  and  Ross  (1991),  Montgomery  and  Mastrangelo 
 (1991), Maragah and Woodall(1992), Wardell, Moskowitz and Plante (1994), Superville and 
 Adams (1994), Lu and Reynolds (1995), Schmid (1995,1997a,1997b). 


In  the  literature,  in  order  to  deal  with  this  problem  two  general  monitoring  approaches  are 
 recommended. First method is to fit time series model to the data, and then apply traditional 
 control  charts  such  as  Shewhart,  EWMA  (exponentially-weighted  moving  average)  and 
 CUSUM (cumulative sum control) charts to the residuals from the time series model. Second 
 method  is  to  use  traditional  control  charts  to  monitor  autocorrelated  observations  with 
 modified control limits to account for autocorrelation. 


Alwan  and  Roberts  (1988)  show  that  if  the  correct  time  series  model  is  known,  using 
 residuals  from  the  time  series  model  (ARIMA)  may  be  appropriate  to  construct  the  control 
 charts since the residuals of time series model of autocorrelated process are independent and 
 identically distributed with mean 0 and variance   . Harris and Ross (1991) fit a time series 
 model  to  the  univariate  observations,  and  then  investigate  the  autocorrelation  effect  on  the 
 performance of CUSUM and EWMA chart by using residuals. Montgomery and Mastrangelo 
 (1991) show that the EWMA (exponentially weighted moving average) control charts may be 
 useful for autocorrelated data by applying control charts to the residuals of time series model. 


Wardell, Moskowitz and Plante (1994) show the ability of EWMA charts to detect the shift 
 more  quickly  than  individual  Shewhart  charts  when  the  correlation  is  based  on  an  ARMA 
 (1,1)  model.  They  also  suggest  that  the  residual  charts  are  not  sensitive  to  small  process 
 shifts.  Lu  and  Reynolds  (1995)  study  the  EWMA  control  charts  to  monitor  the  mean  of 
 autocorrelated  process.  They  suggest  that  for  the  low  and  moderate  level  of  correlation,  a 
 Shewhart control chart of observations will be better at detecting a shift in the process mean 
 than a Shewhart chart of residuals. For low and moderate shifts EWMA chart will be better 
 than Shewhart chart. They also suggest that when there is high autocorrelation in the process, 
 constructing  control  charts  based  on  estimated  parameters  should  not  be  used,  instead, 
 applying  time  series  model  would  be  appropriate  for  the  construction  of  control  limits. 


Schmid (1995, 1997a, 1997b) shows that if there is large shift in the process, using Shewhart 
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 chart  is  appropriate  while  EWMA  and  CUSUM  charts  are  sensitive  to  small  and  moderate 
 shifts.  Maragah  and  Woodall  (1992)  adjust  the  control  limits  for  autocorrelated  univariate 
 data  by  taking  autocorrelation  into  account.  But  the  tables  are  needed  to  choose  the  critical 
 value  when  the  adjustment  is  necessary.  For  each  structure,  the  control  limits  would  be 
 different.  For  the  first  order  autoregressive  process  such  tables  are  given  by  Schmid  (1995, 
 1997a, 1997b). But the residual charts need just one joint control limits which are based on 
 independent and identically distributed case. Therefore, residual charts have an advantage on 
 the construction of control limits than adjusting the control limits. Statistical process control 
 applications generally focus on the residuals of univariate autocorrelated chart. However, the 
 autocorrelation problem in univariate case also extends to multivariate cases. Therefore these 
 studies are extended to multivariate cases by various authors.  The widely used control charts 
 to  detect  the  mean  shift  in  multivariate  processes  are  Hotelling  T-square  control  charts, 
 MEWMA  (multivariate  exponentially-weighted  moving  average)  charts  and  MCUSUM 
 (multivariate cumulative sum control) charts.  


Pan  and  Jarret  (2004)  propose  using  vector  autoregressive  model  (VAR)  to  monitor 
 multivariate process in the presence of serial correlation by using the residuals of the model. 


They  examine  the  effects  of  shifts  in  the  process  parameters  on  the  VAR  residual  chart. 


Kalgonda and Kulkarni (2004) propose a control chart called Z-chart for the first order vector 
 autoregressive (VAR (1)) process.  They also suggest using Z-chart to identify the source of 
 the shift. Pan and Jarret (2007) extend Alwan and Roberts’s approach to multivariate cases, 
 using  the  residuals  from  the  vector  autoregressive  model  on  the  Hotelling  T-square  control 
 charts to monitor the multivariate process in the presence of serial correlation. They examine 
 the effects of shifts in process parameters on the residuals of VAR model. They mention that 
 using residuals from a VAR model on Hotelling T-square control chart is effective when the 
 small  changes  occurred  in  the  mean,  covariance  and  autocorrelation  coefficient.  They  use 
 individual univariate Shewhart charts to further identify the variables which is responsible for 
 the shift. H. Brian Hwang and Yu Wang (2010) propose a neural network identifier (NNI) for 
 multivariate  autocorrelated  process  and  benchmark  the  proposed  scheme  with  Hotelling  T-
 square control chart, MEWMA chart and Z chart. Snoussi (2011) study an approach which is 
 a  combination  of  multivariate  residual  charts  for  autocorrelated  data  and  the  multivariate 
 transformation  technique  for  independent  and  identically  process  observations  of  short 
 length. 


However, some authors such as Harris and Ross (1990), Longnecker and Ryan (1990), Zhang 
(1997) suggest that for the univariate case, using X-chart based on residuals do not have the 
same properties as the X-charts for an independent process and show that when the process 
has  mean  shift,  the  detection  capability  of  X-chart  based  on  residuals  and  X-chart  for  an 
independent process are not equal. In this dissertation, we investigate whether the study made 
for univariate autocorrelated data is valid for the multivariate autocorrelated data. In addition, 
in  the  relevant  literature,  although  the  performances  of  Hotelling  T-square  control  charts 
based  on  residuals  from  a  VAR  model  have  been  used  for  multivariate  autocorrelated 
process, there exists no study that shows the comparison with performances of Hotelling T-
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square control charts based on raw data which  have VAR structure. Therefore, in this study 
these charts (Hotelling T-square charts based on residuals and raw data) are evaluated based 
on  the  first  order  vector  autoregressive  structure  by  using  average  run  length  as  the 
performance measure.      
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Chapter 3 



Monitoring Univariate Time Series 


There are generally two phases in statistical process control (SPC) applications. In Phase I, a 
 historical  set  of  data  is  considered  to  determine  the  in  control  process  performance  and 
 understand  the  variation  in  the  process  over  time.  In  Phase  II,  actual  process  monitoring  is 
 performed based on the control chart constructed in Phase I. 


The general assumption is that the data are normally and independently distributed with mean 
   and standard deviation   when the process is in control. If this assumption is violated, the 
 control charts are effected by the violation of independence, and may not work well. In this 
 dissertation we deal with two types of data which are univariate and multivariate data. For the 
 univariate  case,  we  use  X-chart,  and  for  the  multivariate  case,  Hotelling  T-square  control 
 chart is considered. In univariate X-chart, there are two important parameters which are mean 
 value  and  the  standard  deviation.  If  we  assume  that  the  univariate  process  is  normally 
 distributed  with  mean    and  standard  deviation  ,  where    and    are  known,  then  the 
 following control limits with a center line can be used on X-chart for individual observations, 


          ⁄   


       
           ⁄   


It  is  usual  to  replace     ⁄   by  3,  so  that  three  sigma  limits  are  employed,  which  means  for 
 normally  distributed  data,  in  control  average  run  length  of  370  with  the  0.0027  false  alarm 
 rate. If an observation falls outside of these limits, then a signal is declared.  


The time which a control chart  first signals is called run length. The probability distribution 
 of the run lengths is called run length distribution, and the average value of this distribution is 
 called average run length or in other words, average run length is defined as the measurement 
 of  average  number  of  points  will  be  plotted  on  a  control  chart  before  an  out  of  control 
 situation is occurred, and it is a widely used indicator to have an idea about the effectiveness 
 of a control chart. ARL can be expressed as, 


     


       
or, for in control ARL 
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where   indicates the probability of false alarm. If there is no change in the process or when 
 the process is in control, the probability of false alarm indicates the probability of a sample 
 point plotted outside the control limits, and it is sometimes called probability of a type I error. 


For  univariate  control  chart,  if  α  value  indicates  the  probability  of  an  observation  plotted 
 outside  the  control  limits,  it  is  expected  1/  α  points  will  be  plotted  before  a  false  alarm  is 
 indicated. 


Now assume that the parameters,   and  , are unknown, and when the process is in control 
 they  should  be  estimated  from  the  preliminary  or  Phase  I  data.  By  estimating  these 
 parameters, control limits can be calculated, and considered control limits are used to monitor 
 the process in Phase II. Estimation of mean value and variance is considered respectively as 
 in the following, estimated mean value or sample mean is, 


 ̅   ∑         (3.2) 
 Estimated variance or sample variance is, 


   ∑         ̅      (3.3) 
 where,   is the number of observations taken from Phase I when the process is in control, and 
   is  the ith  observation  in  the  process.  Now  the  control  limits  can  be  constructed  by  the 
 estimated parameters which are sample mean and sample variance with 3 sigma limits, 


       ̅      


       ̅       (3.4) 
        ̅      


Until now we get the brief introduction about the construction of standard control limits for 
 univariate  X-chart.  If  the  univariate  data  have  some  dependency  over  time  such  as 
 autocorrelation  which  indicates  the  relationship  between  the  observations  at  two  different 
 time points,  then the construction of control limits  will be dependent  on the autocorrelation 
 level. We know that the key parameters of any univariate normally distributed process are the 
 mean  and  the  variance,  but  if  there  is  a  relationship  between  observations  for  the  different 
 time periods, another parameter plays an important role for the construction of control limits. 


This  new  parameter  is  explained  as  the  time  series  correlation  which  is  defined  as 
 autocorrelation  function  (ACF).  Autocorrelation  function  shows  the  autocorrelation 
 coefficient  which  is  the  measurement  of  the  correlation  between  observations  at  different 
 times.  For lag k operator, autocorrelation function is defined as, 


∑                   


∑              (3.5) 
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 However,  if  we  consider  the  sample  data,  then  we  need  to  use  sample  autocorrelation 
 function which is expressed as, 


∑           ̅        ̅ 


∑       ̅        (3.6) 
 where   indicates the sample autocorrelation between observations k lags apart and  ̅ denotes 
 the sample mean. 



 3.1     AR (p) Models 


When the observations at different time points are correlated, the data is commonly modeled 
 as an ARMA (p,q) process given as, 


                                                   (3.7) 
 or 


      ∑             ∑              (3.8) 


where c  is  the  constant  value,          are  the  autoregressive  parameters,      are  the 
 moving  average  parameters, p  and q  are  the  lag  orders  of  the  process,     is  the  error  term 
 which  is  assumed  to  be  uncorrelated  and  normally  distributed  with  mean  is  0  and  variance 
 . For simplicity, in this section autoregressive (AR) processes will be investigated since the 
 further  studies  will  be  based  on  autoregressive  processes.  In  autoregressive  models,  the 
 observed  time  series    depends  on  a  weighted  linear  sum  of  the  past  values  of    and  an 
 error term   . Autoregressive, AR (p), model is expressed as, 


                                   (3.9) 
 or 


      ∑             (3.10) 
where    denotes  the  time  series  observations, c  is  a  constant  value,    indicates  the  error 
term and      indicates the autocorrelation coefficient of the model. In that formula the 
value of p is called order of the AR model. Sometimes autoregressive processes are expressed 
in the literature by using the lag operator L, which is defined as, 
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 Now we can write the AR (p) process with lag operator L, 


       (3.11) 
 (      )      (3.12) 
 where (      )  indicates  the  polynomial  of  lag  operator  which  is 
 called lag polynomial. So,        (      ) represents the polynomial 
 of order p and then  


      (3.13) 
 The stationarity  of the process  is  an essential assumption to define a time series  process.  In 
 stationary time series, it is assumed that the mean, variance and autocorrelation structure do 
 not  change  over  time.  Therefore,  we  should  consider  the  following  equations  for  univariate 
 stationary time series processes, 


                           (3.14)       
        [        ]    [          ]        [          ]       (3.15) 


                 [                ]        [(        )(         )]      (3.16)     
 where       and        respectively  denote  finite  autocovarince,  finite  variance  and  finite 
 mean.  As it is seen from the equations (3.14) and (3.15) both the mean and the variance are 
 constant  while  the covariance changes  as  a function of the k  indices  in  equation (3.16). For 
 the AR (p) process, if the absolute values of roots of the lag polynomial,     , lie outside the 
 unit  circle,  then  AR(p)  process  is  considered  as  stationary  or  stable.  Consider  the  AR  (1) 
 process which is first order autoregressive process, and expressed by, 


             (3.17) 
 where constant value c is omitted,    is a white noise process with mean zero and unknown 
 but  fixed  variance  .  For  AR  (1)  process,  the  stationary  condition  is  computed  as  in  the 
 following, 


             (3.18) 
       (3.19) 
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 The characteristic equation to find the root is       , then        ⁄   


If |   ⁄ |      ⇒    | |      (3.20) 
 For AR (1) process, stationary condition is found as | |    . After determining the stationary 
 condition for AR (1) process, we can compute the expected mean, variance and covariance of 
 a stationary AR  (1) process  as  in  the following since we  will use these parameters later  for 
 our simulation. Now we assume that the time series are stationary, and the expected mean is 
 the same for all values of time t  as in equation (3.14), if the mean is denoted by µ, then the 
 expected value of stationary AR(1) process is found by, 


                
                 


       


       
 If c  constant  value  is  considered  as  0,  then  the  mean  becomes  0.  The  second  moment, 
 variance, for the stationary AR (1) process is computed as, 


                 
                


       


       
 Furthermore,  the  autocovariance  and  the  autocorrelation  coefficients  can  be  computed 
 respectively for the stationary AR (1) process by the following equations,  


                  
                    


For a stationary AR (1) process, autocorrelation function (ACF) is defined as        . Until 
now  we  get  the  brief  introduction  about  the  parameters  of  the  stationary  first  order 
autoregressive,  AR  (1),  processes.  Now  we  need  to  construct  a  control  chart  for  an  AR  (1) 
process.  Estimation  of  control  limits  for  the  stationary  AR  (1)  time  series  process  is 
constructed by considering the equations (3.21) and (3.22) as following, 
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        √
      
        


       
      


        √
      


In  the  equation  (3.23)  control  limits  of  a  stationary  AR  (1)  process  on  the  raw  data  is 
 expressed by taking the autocorrelation coefficient into account. 



3.2     Determination of the number of observations in Phase I 


Now we have two methods to construct the control limits for a stationary AR (1) process, one 
 of them is calculated by ignoring the autocorrelation effect in the process, other is constructed 
 by  taking  the  autocorrelation  into  account.  Here  we  will  compare  these  two  methods  for 
 different number of observations in Phase I. But first we try to investigate how the impact of 
 autocorrelation effects the distribution of the run lengths for these two methods. We generate 
 5000 datasets with 5000 observations each. For the first method we use the control limits in 
 equation  (3.4),  and  the  sample  mean  ̅  and  the  sample  standard  deviation    are  estimated 
 from the 5000 observations which is considered as good enough to estimate the parameters. 


For the second method, we use the equation (3.23) in which autocorrelation level is taken into 
 account.  


In  Figure  1,  it  can  be  seen  the  q-q  plot  of  5000  run  lengths  and  the  histogram  of  the  run 
lengths  which are acquired from  5000 datasets  in  the case that the parameters are unknown 
and  known  when  there  is  no  autocorrelation  in  the  process.  The  case  with  unknown 
parameters  indicates  the  calculations  based  on  the  control  limits  with  estimated  parameters 
while the case with  known parameters indicates  the  calculations  based on the control limits 
calculated in equation (3.23). Since the observations are normally distributed with mean is 0 
and variance is 1, the control limits for the case with known parameters in which         will 
be expressed as, 
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        √


      


       


       √


       


The  average  of  5000  run  lengths  when  there  is  no  autocorrelation  is  372.59  for  the 
 calculations based on the method in which unknown parameters are considered. The average 
 of the run lengths is 372.64 when the known parameters are considered. In Figure 1, q-q plot 
 is based on the exponential distribution for the run lengths since the fact that run lengths for a 
 good  process  have  exponential  distribution.  According  to  the  Figure  1  exponential 
 distribution  for  the  run  lengths  seems  valid  when  the  observations  are  normally  distributed 
 but not autocorrelated.  


Then  we  generate  the  5000  datasets  with  autocorrelation  level  0.7.  Figure  2  shows  the  q-q 
 plot of 5000 run lengths and the histogram of the run lengths with autocorrelated observations 
 based  on  the  control  limits  with  known  and  unknown  parameters.  For  the  method  with 
 unknown  parameters,  we  estimate  the  sample  mean  and  the  sample  variance  from  the 
 autocorrelated  observations,  and  construct  the  control  limits  based  on  these  estimated 
 parameters.  The  average  run  length  is  468.56  for  this  method.  For  the  method  with  known 


Figure 1 Distribution of the run lengths and histogram of the run lengths with known and unknown parameters when 𝝓  𝟎 
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 parameters, we use the control limits in equation (3.23) with the autocorrelation level 0.7, and 
 the  control  limits  based  on  the  known  parameters  for  the  autocorrelated  process  (AR(1))  in 
 which error term is normally distributed with mean 0 and variance 1, 


       √


      


       


       √


       


The  average  run  length  is  469.13  in  the  case  of  using  the  control  limits  in  equation  (3.25) 
 when the process is autocorrelated with the level of 0.7. 


Figure 2 shows the q-q plot of the run lengths and the histogram of the run lengths based on 
 autocorrelated observations with known and unknown parameters. According to the q-q plots 
 of  the  run  lengths,  exponential  distribution  for  the  run  lengths  seems  valid  when  the 
 observations  are  autocorrelated.  However  the  average  run  length  changes  with  the 
 autocorrelation level. 


Until now we consider 5000 observations so that at least one of the observations gives signal 
 in each dataset. But now we will try to calculate the average run lengths for different number 
 of  observations  in  Phase  I  to  see  whether  we  can  use  exponential  distribution  for  the  run 


Figure 2 Distribution of the run lengths and histogram of the run lengths with known and unknown parameters when 
𝝓  𝟎  𝟕 



(21)15 
 lengths in the case of small number of observations in Phase I. To calculate the average run 
 lengths for small number of observations by using exponential distribution, we calculate the 
 number of datasets for which we have a signal. The ratio of this number to total N number of 
 datasets  is  used  as  an  estimate  for  the  probability  of  run  lengths  is  less  than  n  (Pr(RL<n)) 
 where  n  is  the  dataset  size  and  run  lengths  are  exponentially  distributed  with  certain   
 (RL EXP( )). Hence we can estimate 1/λ which is used for ARL. Also note that this method 
 fails if all datasets signal. However what we look for is when not all datasets signal anyway 
 since  sample  average  of  the  run  lengths  will  not  be  appropriate  as  some  run  lengths  are 
 capped  at  n.  Since  we  consider  that  the  exponential  distribution  for  the  run  lengths  seems 
 valid when we use 5000 observations in the case of known and unknown parameters, now we 
 will  try  to  compare  the  average  run  lengths  which  are  acquired  by  the  use  of  control  limits 
 based  on  equations  (3.4)  and  (3.23)  for  small  number  of  observations.  Here  we  generate 
 different number of observations based on the first order autoregressive process (AR (1)) in 
 which correlation coefficients are considered as, 


      . 


For the method in which we use the known parameters, the mean of the data generated with 
 first order autoregressive structure is assumed to be 0, error term is normally distributed with 
 mean  0  and  standard  deviation  1,  and  the  control  limits  based  on  the  considered 
 autocorrelation levels by using the equation (3.23) are, 


   UCL  LCL 


0  3  -3 


0.3  3.14  -3.14 


0.5  3.46  -3.46 


0.7  4.20  -4.20 


0.9  6.88  -6.88 


-0.3  3.14  -3.14 


-0.5  3.46  -3.46 


-0.7  4.20  -4.20 


-0.9  6.88  -6.88 


Table 1 Control limits with known parameters for AR (1) process 


When we are taking autocorrelation into account, the control limits above are considered to 
 calculate  the  average  run  length  based  on  X-chart  for  the  data  which  has  first  order 
 autoregressive  structure.  Table  2  shows  the  average  run  lengths  in  the  combination  of 
 different autocorrelation levels and the different number of dataset size for the AR(1) process. 


The ARLs under the ‘known parameters’ column is calculated in terms of the control limits 
considered  in  Table  1  while  the  ARLs  under  the  column  of  ‘unknown  parameters’  is 
calculated by the  use of  control limits  constructed with  estimated parameters  as  in  equation 
(3.4) by ignoring autocorrelation. 



(22)16 


Knowm parameters  Unknown parameters 


n     Exponential  Average  Exponential  Average 


50  0  373  24  352  24 


0.3  395  25  337  24 


0.5  395  25  299  25 


0.7  477  24  281  24 


0.9  817  25  179  23 


100  0  375  47  364  47 


0.3  372  48  346  48 


0.5  407  49  352  48 


0.7  475  47  362  47 


0.9  833  48  361  47 


200  0  366  92  364  91 


0.3  376  90  361  90 


0.5  399  91  370  90 


0.7  459  93  405  91 


0.9  808  95  517  92 


300  0  377  129  373  129 


0.3  372  131  364  131 


0.5  392  132  375  131 


0.7  459  134  415  132 


0.9  832  138  604  135 


400  0  364  165  363  165 


0.3  377  164  373  163 


0.5  397  169  381  168 


0.7  459  168  431  166 


0.9  855  183  666  178 


500  0  363  194  361  194 


0.3  379  195  375  194 


0.5  395  199  385  197 


0.7  472  205  441  202 


0.9  810  223  672  217 


600  0  367  219  364  219 


0.3  376  222  370  221 


0.5  392  228  382  226 


0.7  452  236  434  234 


0.9  832  266  701  259 


700  0  365  247  363  246 


0.3  379  248  374  247 


0.5  395  251  388  250 


0.7  454  267  434  263 


0.9  812  301  703  294 


Table 2 ARLs obtained by using  X-chart based on the raw data in the combination of different autocorrelation levels 
and different number of observations in Phase I for AR (1) process 
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Knowm parameters  Unknown parameters 


n     Exponential  Average  Exponential  Average 


800  0  369  265  368  265 


0.3  370  268  367  268 


0.5  400  273  393  271 


0.7  461  288  442  285 


0.9  829  338  726  328 


900  0  373  281  372  281 


0.3  384  287  381  285 


0.5  406  295  402  293 


0.7  455  315  439  310 


0.9  839  368  748  360 


1000  0  367  303  367  303 


0.3  375  303  373  302 


0.5  400  310  395  307 


0.7  457  332  445  328 


0.9  823  397  755  387 


2000  0  374  356  374  356 


0.3  384  373  384  372 


0.5  390  380  388  377 


0.7  441  441  434  436 


0.9  823  639  786  623 


3000  0  369  367  369  366 


0.3  427  373  427  372 


0.5  383  390  383  388 


0.7  440  458  440  454 


0.9  826  755  804  739 


4000  0  NA  369  NA  368 


0.3  NA  374  NA  374 


0.5  NA  397  NA  395 


0.7  469  464  469  460 


0.9  838  798  817  783 


5000  0  NA  371  NA  370 


0.3  NA  373  NA  373 


0.5  NA  396  NA  395 


0.7  NA  458  NA  456 


0.9  810  819  797  807 


6000  0  NA  371  NA  371 


0.3  NA  383  NA  383 


0.5  NA  397  NA  396 


0.7  NA  465  NA  463 


0.9  892  818  868  801 


In Table 2, ‘Exponential’ indicates the ARLs which are calculated according to exponential 
 distribution of the run lengths, and ‘Average’ indicates the simple average of the run lengths. 


For the method in which parameters are estimated from the generated datasets, if the number 
 of  observation  is  less  than  200,  the  impact  of  the  autocorrelation  may  not  be  detected  by 
 considering  exponential  distribution  of  the  run  lengths.  As  it  is  seen,  when  the  number  of 
 observation is  50, the average run length  decreases  if the level  of  autocorrelation  increases. 


Also if the number of observation is 100, it is not easy to see the impact of the autocorrelation 
 since the calculations of the  average run lengths based on exponential distribution for the run 
 lengths  are around 360  in  the case of different  autocorrelation  levels. Another result for the 
 method in which parameters are estimated to construct the control limits is that when the  


Table 2 Continued 
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 number  of  observations  is  increasing,  the  average  run  length  values  which  are  calculated 
 based on  exponential  distribution of  the run lengths  are approaching the  average run length 
 values  that  we  found  in  the  case  of  exponential  distribution  of  run  lengths  with  the  use  of 
 control limits based on equation 3.23 in Table 1 (Known parameters). But, if the number of 
 observations  are  higher  than  3000,  since  all  datasets  signal  for  some  autocorrelation  levels, 
 consideration  of  ARL  may  not  be  possible  by  using  the  exponential  distribution  of  run 
 lengths  based  on  the  control  limits  constructed  with  known  and  estimated  parameters.  For 
 example,  when  the  number  of  observations  is  equal  or  higher  than  4000,  and  the 
 autocorrelation  level  is  0.5,  NA  indicates  that  the  calculation  of  exponential  distribution  of 
 run lengths based on the ratio of the datasets for which we have a signal to total number of 
 datasets  does  not  give  meaningful  result  since  each  dataset  shows  a  false  alarm.  But  if  it  is 
 considered to take high number of observations such as 4000 and above, taking the average 
 of the run lengths with known and unknown parameters gives more meaningful results. Also 
 there is no significant difference between average values of the run lengths based on known 
 parameters  and  the  average  values  of  the  run  lengths  based  on  estimated  parameters  for  all 
 different number of observations. They are small if the number of observations is small, since 
 we consider the average of the run lengths by ignoring the data which do not signal.  


As a result, from Table 2, we can say that for the small number of observations in the dataset 
 which  has  AR  (1)  structure,  to  calculate  the  average  run  lengths  it  is  possible  to  use 
 exponential distribution of the run lengths based on the control limits constructed with known 
 parameters  by  taking  autocorrelation  into  account,  and  also  it  is  possible  to  calculate  the 
 average run length by taking the average of the run lengths based on the control limits with 
 known parameters in which autocorrelation is taken into account and unknown parameters in 
 which parameters are estimated when the number of observation is higher than 4000. 


  



3.3     Residuals of AR (1) Models 


To fit an ARMA (p,q) model, we need to determine the order p and q. To do this the plots of 
 autocorrelation (ACF) and partial autocorrelation functions (PACF) are required. ACF shows 
 the coefficients of correlation between    and      for k=1, 2,…. PACF is the autocorrelation 
 between    and      after removing any linear dependency on other lags. The orders p and q 
 are determined by the behaviors of ACF and PACF. After identifying the order of time series 
 model, parameter estimation should be considered based on the model. In our simulations we 
 used maximum likelihood estimation method to estimate the parameters of model.  By using 
 these estimated parameter residuals of the model are calculated to assess the adequacy of the 
 model.  Residuals  are  the  differences  between  actual  observation  value  and  the  fitted  value. 


Since the assumption is that the residuals are independent and identically distributed, then it 
should be checked whether the residuals behave like white noise by applying the traditional 
control charts.  
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 Suppose that  ̂ is an estimate of  ,   ̂ and  ̂  are the estimates of   and    obtained from the 
 preliminary data of the AR process where error term      and  ̂  is the fitted value 
 of   . Then the residuals can be calculated for AR (1) process as 


                  
        ̂      
       [ ̂    ̂    ] 


      [      ̂   ̂    ̂    ] 
       [ ̂    ̂         ̂ ] 


where    indicates the residual at time t, and these residuals are assumed to be approximately 
 normally distributed with mean is zero and constant variance   for stationary process. 


For simplicity, first we generate 1000 datasets which have first order autoregressive (AR(1))  
 structure with no change in the mean. Since we use 100 observations in Phase I, it is expected 
 to use exponential distribution of the run lengths to calculate the in control ARL based on the 
 control limits constructed with known parameters. However, we show that if the sample size 
 is  large  such  as  4000  and  above  in  Phase  I,  it  is  also  expected  to  get  reasonable  results  by 
 using  the  control  limits  constructed  with  estimated  parameters  since  the  uncertainty  for  the 
 estimation of parameters will be low. In Phase II, we use 5000 observations so that we have 
 at least one false alarm for each dataset. When the each dataset signals, the total number of 
 run lengths would be 1000. Taking the average of these run lengths is considered as the ARL 
 of the process. 


In our simulation, when we are constructing the control limits we use known parameters such 
 as,   


      


      


For  the  X-chart  (individuals  chart)  of  the  observations  with  the  parameters  assumed  to  be 
 known,  the  control  limits  are  constructed  by  taking  the  autocorrelation  into  account  for  the 
 AR(1) process as following, 


       √
      


      
        √
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 As we consider before, we can use the exponential distribution of run lengths to calculate the 
 average run lengths for small number of observations in Phase I since there is no significant 
 difference  if  we  consider  the  average  of  the  run  lengths  in  the  case  of  the  number  of 
 observation higher than  4000 observations in  Phase  I where almost  at  least  one observation 
 signals for the each data simulation.  


Table  3  shows  the  in  control  ARL  under  the  column  of  ‘Average’,  which  is  the  average 
 number  of  observations  before  an  out  of  control  signal  generated  with  corresponding 
 autocorrelation levels using X-chart with 3 sigma control limits based on known parameters 
 in which autocorrelation level is taken into account when the number of observations is 5000 
 for AR(1) process. Also under the column of ‘Exponential’ we can see the in control ARLs 
 calculated by the use of exponential distribution of run lengths based on X-chart with known 
 parameters when the number of observation is 100.  


There  is  no  significant  difference  between  taking  the  average  of  the  run  lengths  of  1000 
 datasets  in  which  each  dataset  has  5000  observations  and  ARL  based  on  the  exponential 
 distribution of the run lengths when the number of observation is 100 in Phase I in the case of 
 different  autocorrelation  levels.  The  increase  in  the  average  run  length  is  explained  by  the 
 increase of autocorrelation  level,  or in  other words, when the autoregressive parameter   is 
 getting  larger,  the  in  control  ARLs  increase  when  the  X-chart  for  AR(1)  process  is 
 constructed with known parameters by taking the autocorrelation into account. 


Average  Exponential 


   N=5000  N=100 


0  369  372 


0.25  374  375 


0.5  397  392 


0.75  503  498 


0.95  1205  1192 


      Table 3 ARLs obtained by using X-chart based on the  
       raw data with exponential distribution and taking  
       the average of run lengths  in Phase I for AR(1) process 
       


Since  we  consider  the  control  limits  constructed  with  known  parameters,  corresponding 
 residuals are calculated with these known parameters such as 


               


As  we  mention  before,  residuals  are  assumed  to  be  independent  and  identically  distributed 
 with mean is zero and variance is one, i.e.       , the construction of the control limits 
 for residuals with 3 sigma limits are made as following, 
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 where, expected value of residuals based on AR(1) model is assumed to be zero and standard 
 deviation  is  one.  Now  we  can  use  these  control  limits  (3.28)  and  (3.29)  to  monitor  the 
 process. Until now we assume that all the parameters that we need are known. Control limits 
 of X-chart based on raw data which have AR(1) structure and the residuals of AR(1) model 
 are calculated in terms of these known parameters.  


Then we consider the residuals of AR(1) model which is fitted to the datasets in which each 
 dataset has 100 observations in Phase I. To calculate the ARLs based on these residuals we 
 use  exponential  distribution of run lengths. Table  4 shows the average  run lengths  acquired 
 by using X-chart based on residuals with different autocorrelations, in which control limits of 
 residuals are considered as in equation (3.29). Each scenario has approximately the same in 
 control ARLs, around 370.   


Exponential  Exponential 


   N=100     N=100 


0  372  0  373 


0.25  375  -0.25  377 


0.5  371  -0.5  373 


0.75  376  -0.75  375 


0.95  374  -0.95  372 


       Table 4 ARLs obtained by using X-chart based on the residuals with  
        the exponential distribution of run lengths in Phase I for AR(1) process 
        


Many authors suggest that the control charts based on residual should be used to monitor to 
 process.  However,  Harris  and  Ross  (1990),  Longnecker  and  Ryan  (1990)  discuss  that  the 
 control charts based on residuals from a first-order autoregressive (AR (1)) process may have 
 poor detection power to detect the process mean shift. Longnecker and Ryan (1990) discuss 
 that control charts based on residuals may have high detection power to detect a shift in the 
 process mean when the first residual is plotted, but if the control chart based on residuals fails 
 to detect the shift when the first residual is plotted, then the subsequent residuals would have 
 low probability to detect the shift for an AR(1) process with positive autocorrelations. Zhang 
 (1997)  studies  detection  capability  of  X-chart  based  on  residuals  for  general  stationary 
 univariate  autoregressive  process  such  as  AR  (1)  and  AR  (2),  furthermore,  compares 
 detection capability of  X-chart based on residuals with the traditional X-chart based on raw 
 data  and  shows  that  when  the  process  has  a  mean  shift,  the  detection  capability  of  X-chart 
 based on  residuals for  which observations are perfectly  modeled  and the traditional X-chart 
 based on raw data for an independent process are not equal. Here, we also show when the X-
 chart based on residuals from AR (1) process will have poor performance to detect the shifts 
 in the process mean. If there is a shift in the process mean given as 


       
 Then the mean of the residual at time t=T is, 


   [  ]       



(28)22 
        [    ]       [      ]      
 As it is seen, since the expected value of residuals at       is bigger than the expected value 
 of  residuals  at      ,  (       ),  most  of  the  shift  proportion  is  captured  by 
 the  first  residual,  subsequent  residuals  capture  just  a  proportion  of  first  residual,  which 
 depends  on  the  autocorrelation  level.  Since  standardized  residuals  are  related  to  residual 
 control charts, we have 


   


       


√      


√      √      
              


√       


√     


      


√      
 From  the  equations  above,  for  AR  (1)  process,  it  is  seen  that   


√     


⁄   of  the  shift  is 
 captured  by  first  residual  (3.31),  and       


√     


⁄   of  the  shift  is  captured  by 
 subsequent  residuals  (3.32).  The  problem  is  that,  if  the  shift  is  not  detected  by  the  first 
 residual,  then  it  will  take  more  time  to  detect  the  shift  with  subsequent  residuals  when  the 
 autocorrelation is positive. But the situation will change when the autocorrelation is negative, 
 subsequent  residuals  would  have  higher  probability  of  detecting  the  shift  than  the  first 
 residual.  


   First  Subsequent      First  Subsequent 


0  1  1  0  1  1 


0.25  1.032  0.774  -0.25  1.032  1.291 


0.5  1.154  0.577  -0.5  1.154  1.732 


0.75  1.511  0.378  -0.75  1.511  2.645 


0.95  3.202  0.160  -0.95  3.202  6.244 


       Table 5 The detection capability of first and subsequent residual  
       based on X-chart for AR(1) process 


Table  5  shows  the  detection  capability  rate  of  the  first  and  the  subsequent  residuals  for 
different autocorrelation levels. As it is seen, for positively autocorrelated dataset which has 
AR(1) structure, first residual have high probability to detect the shift, but if  the shift could 
not  be  captured  with  first  residual,  then  the  subsequent  residuals  have  less  probability  to 
detect  the  shift  than  it  would  do  with  independent  data.  Also  if  the  positive  autocorrelation 
level  is  getting  higher,  then  the  first  residual  detection  probability  increases  while  the 
detection probability of subsequent residuals decreases, for different negative autocorrelation 
levels,  subsequent  residuals  have  higher  detection  probability  than  the  detection  probability 



(29)23 
 of first residual, and also the detection probability of subsequent and first residual increases 
 with the higher negative autocorrelation. 


Now suppose that different magnitudes of shifts based on standard deviation unit (3.30) in the 
process mean is produced, and resulting average run lengths obtained by the use of X-chart 
constructed  based  on  the  control  limits  with  known  parameter  by  taking  different 
autocorrelation  level  into  account  are  calculated.  For  this,  we  generate  1000  datasets  which 
have  AR  (1)  structure  with  the  dataset  size  of  100  observations  in  Phase  I.  To  be  able  to 
calculate the more reasonable ARLs in Phase II, we consider the number of observation to be 
generated in Phase II as 5000 so that each dataset shows at least one false alarm. By this way, 
we  will  have  1000  run  lengths  and  taking  the  average  of  these  run  lengths  would  be 
satisfactory.  Here  we  show  how  the  in  control  average  run  length  changes  in  the  the 
combination of different magnitudes of shift and autocorrelation level. In Table 6, we can see 
the  performance  of  X-chart  based  on  raw  data  comparison  with  the  X-chart  based  on 
residuals from AR (1) process by considering the average run lengths in the combination of 
various amounts of shifts with different autocorrelation levels.  In Table  6,   and   indicate 
respectively  autocorrelation  level  and  the  amount  of  standard  deviation  unit  shift  in  the 
process mean, and the values under the column of ‘RESIDUAL’ shows the ARLs of X-chart 
based  on  residuals  of  AR(1)  model  in  which  observations  are  perfectly  modelled  while  the 
values under the column of ‘RAW’ express the ARLs of X-chart based on raw data which has 
AR(1) structure. 
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