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Abstract


This project investigates the replacement of the communication network in a multi-configurable
 DSP-core developed by William Demant Holding. The existing network is implemented as a
 subset of a fully connected network which contains many long wires that consume power and
 complicates routing.


The existing network is replaced by 3 different packet-switched, source-routed asynchro-
 nous networks, which solve many of the problems in the current network implementation. The
 size of the networks are linear with the number of communicating blocks which makes it very
 scalable, the networks are ’plug-and-play’ and can be ported to other applications, there are no
 restrictions on which blocks that can communicate as in the current solution, and the networks
 decouple the connected blocks which allows them to run in their own clock domain.


As the needed bandwidth is very low the networks are designed with area and power in
 mind, and simple solutions are chosen for all design issues. The networks are implemented as
 a binary tree of merger and router blocks, and both bundled data and a 1-of-5 delay-insensitive
 data encoding are implemented and compared.


This report documents the design, implementation, synthesis, and verification of the net-
works. It also discusses the design choices in a number of different areas such as data-encoding,
network topology and how to implement multicasting. As the networks are designed as asyn-
chronous circuits, part of the report documents the implementation of these and how to handle
asynchronous circuits in a synchronous design flow.
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Introduction


As CMOS technology advances, it becomes possible to design very large and complex circuits
 on a single chip. Because the designs are so large and complex, the current trend is to combine
 a number of predesigned reusable blocks such as microprocessors, digital signal processors
 (DSPs), memories, input/output controllers, and special purpose data processing blocks. Some
 of these blocks could be bought from other companies as "black boxes", while others might be
 designed in-house. One of the major challenges for the designer is to create a communication
 structure which allows the different blocks to exchange data.


A shared bus is one of the possible solutions the designer can choose from. A problem with
 the shared bus is that the bandwidth becomes a possible bottleneck when many blocks are using
 the same bus. Also, the capacitance of the bus raises dramatically with an increasing number of
 connected blocks and length of the bus. This increases the power usage and decreases the speed
 of the bus.


Another possibility is the fully connected network, where all blocks are directly connected.


The number of wires in a fully connected network is a second order function of the number of
 communicating blocks, which makes it infeasible for a large number blocks. Even for a small
 number of blocks the large number of wires complicates routing and each wire might require a
 bus driver depending on the distance it spans on the chip.


Common for the shared bus and a fully connected network is that the designer faces a grow-
 ing problem as more and more blocks are embedded on the same chip. As the same clock has
 to be distributed over the entire chip, timing closure is an ever increasing problem. Because
 of this, the Semiconductor Industry Association roadmap predicts that by 2007 many designs
 will be Globally-Asynchronous Locally-Synchronous (GALS) where each block is running in
 its own clock domain while communicating asynchronously. This can be accomplished by in-
 corporating a small routing network on the chip, denoted a Network-on-Chip (NoC).



1.1 Network-on-chip


A NoC consists of a number of router nodes connected by point to point links. Figure 1.1
 shows a simple example of a NoC where the router nodes are connected as a mesh topology.


This means, that the network can be expanded by adding new router nodes to the network,
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Figure 1.1: Example of simple homogeneous NoC. Each block is connected to a router node
 through a network adapter (NA), and the router nodes are connected in a mesh topol-
 ogy using bi-directional links.


which makes the network extremely scalable. Because the router nodes are connected with
 short point to point links, the need for large drivers are minimized, and it is possible to pipeline
 the communication and thereby increase the bandwidth for a certain link width. One can say,
 that the long wires are segmented into smaller pipeline stages, which increases the bandwidth
 for a very small cost because the need for large drivers is no longer present. By sharing the same
 links, the number of wires on the chip decreases significantly, and the homogenous structure of
 the mesh topology makes routing a relatively easy task. By separating the blocks from each
 other by means of the network, it is possible for the different blocks to run in separate clock
 domains, such that timing closure can be done for each individual block instead of the entire
 system.


The blocks are connected to the NoC through a network adapter, which could e.g. use the
 Open Core Protocol (OCP) [1]. OCP defines a common standard for the interface between the
 blocks and the network. In theory, this makes it possible to facilitate "plug and play" System-
 on-Chip (SoC) designs, where any Intellectual Property (IP) block can communicate as long it
 uses the OCP.


A block communicates by means of its network adapter, which sends data into the actual
 network. The data is passed from router to router node until it reaches its destination. The
 topology of the network does not need to be a mesh, and can for example be chosen such that
 the number of wires to be routed for the specific application is minimized. A more in depth
 overview of NoCs is given in chapter 2.


The NoC can be implemented as both synchronous, asynchronous or a mixed solution. In
this project an asynchronous implementation is chosen. Some of the advantages are implicit
flow-control, no dynamic power consumption when idle, no clock to be routed in the network,
decreased electromagnetic emission, robust to process variations and battery voltages, and de-
creased electro migration. A short introduction to asynchronous circuits is to found in chapter
3.
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Figure 1.2: Illustration of the dataflow through the ’Aphrodite DSP’. The circles illustrates in-
 dividual audio processing blocks and the arrows illustrates how data flows between
 the different blocks.



1.2 Previous work


Currently, many universities are doing research in both synchronous and asynchronous NoCs.


Some of these NoCs are ’Nostrum’ from the Royal Institute of Technology in Stockholm [12],


’Xpipes’ from University of Bologna [5], ’Mango’ from the Technical university of Denmark
 [6], and ’Chain’ from the university of Manchester [3]. The first three use the Open Core
 Protocol (OCP), which relies on Read/Write transactions and the mesh topology as illustrated
 in figure 1.1. As the router nodes implement 5x5 switches they are relatively large and contain
 a considerable amount of buffers as they supply advanced features such as virtual channels
 and guaranteed services1. The OCP is not used in this project because this specific application
 does not rely on Read/Write transactions as will be explained in the succeeding section. The
 network designed in this project does not need to be this flexible and feature rich, thus the design
 philosophy is to keep the network as simple as possible. The ’Chain’ network, which consists
 of narrow asynchronous links, has such characteristics, and will be used to implement one of
 the NoCs designed in this project.



1.3 Project description


In this project three simple asynchronous NoC solutions are designed and implemented for an
 existing special purpose DSP, denoted the ’Aphrodite DSP’ or just ’Aphrodite’. The goal is to
 replace the existing network with a NoC and compare these in terms of power and area.


’Aphrodite’ is a multi-configurable DSP-core for audio applications developed by William
 Demant Holding. It consists of a number of audio processing blocks which are connected by
 a small network. The network is used to set up a circuit-switched dataflow between the blocks
 as shown in figure 1.2. The circles illustrate individual audio processing blocks, and the arrows
 illustrate how data flows between the different blocks. As the chip is to be used in a number of
 different applications, the dataflow can be changed by reconfiguring the network. The network
 used to configure the dataflow is currently implemented as a subset of a fully connected network


1Chapter 2 goes into more detail about these terms
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which has a number of disadvantages as already mentioned. In addition, the network is not
 scalable as it is tailored to this specific application and must be redesigned if blocks are added
 or removed. Also, as it is not a fully connected network, some of the blocks cannot communicate
 at all. Even though design effort are used to design this network, there still are potential routing
 problems due to the large number of wires. If the number of blocks are increased in future
 versions of the chip, the size of the network would increase dramatically, making the current
 network solution infeasible. In contrast a NoC is fully scalable and all blocks can communicate
 which eliminates the need for any ad-hoc networks solutions. In theory, the NoC is ’plug and
 play’ which decreases the development of new chips besides making it easier to do timing
 closure, because the individual blocks are decoupled by the network.


Since the audio chip is a real application, and because William Demant Holding has helped
 integrate the new NoCs into the original ’Aphrodite DSP’, it is possible to compare the existing
 network solution with the suggested ones in terms of power and area. To my knowledge, NoC
 has only been tested in academic applications or very small application with only 3-4 blocks.


This is therefore an exceptional opportunity to see how NoCs compare to a traditional network
 solution and hopefully make some interesting and usable observations. Even though the size of
 the network is small with only 12 communicating blocks, the needed bandwidth is very limited,
 and the network utilization is low, this small application provides an example that asynchronous
 NoCs are usable in real applications. If the NoCs turn out to use more power and area than the
 existing network, it might still be a good solution in future generations of the audio chip.


The challenge in this project is not to design a large complex NoC, but instead to design
 a very simple NoC which fulfill the needs in this specific application. The implementation is
 kept as simple as possible and does not include huge amount of buffers, virtual channels or
 guaranteed services. Design decisions are discussed in a number of different subjects which
 include data encoding, network topology and how to handle multicasting. In order to implement
 the NoCs, a design flow which allows the implementation of asynchronous circuits must be
 established. A large part of this report is therefore about implementing the network using the
 cell library used in the original ’Aphrodite DSP’ and how to handle asynchronous circuits in
 the synchronous design flow used at William Demant Holding. Besides the actual network
 many things such as network adapters, multicast controllers, and synchronization units must be
 designed.


The report documents all the steps needed to design an asynchronous NoC using a standard
 cell library, the implementation of 3 different NoCs, the integration of the NoCs into the existing
 design, and a discussion of the results. The designs are not ’Place & Routed’, but mapped to
 gate-level in a 0.18µm technology upon which estimates of the power and area are made.



1.4 Report structure


The report is structured such that chapter 2 and 3 contain background information about NoC
and asynchronous circuits. Chapter 4 introduces the design methodology and how to design
asynchronous blocks. ’Aphrodite’ is introduced in chapter 5, while chapter 6 defines a new
interface to the network such that the existing network can be substituted by a NoC. The actual
network designs are discussed in chapter 7 and implemented in chapter 8. Verification is dis-



(13)cussed in chapter 9 and notes about the logic synthesis and simulation flow are given in chapter
 10. The results are presented and discussed in chapter 11 and finally chapter 12 concludes what
 has been archived in this project.


Gate-level implementations of all designed blocks can be found in appendix D and the code
for the blocks are included on the CD-ROM and in appendix E. A short description of the CD
content is included in appendix C.
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Chapter 2



Background: Network-on-chips


This chapter gives a general overview of NoCs and the different terms which are used to describe
 them. Even though comments are made through the chapter concerning the specific application,
 it can safely be skipped if such an introduction is not necessary.



2.1 Overview


Network-on-chip is a very broad term which simply states that some kind of communication
 network is implemented on the chip. When designing the network, many choices and tradeoffs
 must be made and the optimal network depends on e.g. the expected workloads, power con-
 straints, physical constraints, number of communicating blocks, scalability, performance, and
 ease of wire routing. This also means, that there is no network design which is perfect in all
 applications and designs. The information used to write this section is mainly found in [11].



2.2 Network type


A network can be classified as a shared-medium network, an indirect network, or a direct net-
 work. Each type will be introduced in the following.


A shared bus is an example of a shared-medium network, where the network can only be
 used by one block at a time. Due to the high number of communicating blocks the shared
 network is not an option in this context. The bandwidth would probably suffice, but the ca-
 pacitance of the bus would be very large because of the distance it spans and the number of
 connected blocks.


Figure 2.1 shows an example of a direct network, where each block interfaces the network
through a network adapter which is connected to a router node. The router nodes are connected
using either uni- or bi-directional links which allows data to be transferred between any of the
connected blocks. In a direct network, each router node must be connected to a block, and router
nodes are considered part of the blocks. This means that the blocks are considered to be directly
connected, hence the term direct network. When a block wants to communicate, it sends data
to its network adapter which handles the actual communication. The router nodes do not need
a direct link to the destination router node, since data is transferred through intermediate router
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Figure 2.1: Example of simple homogeneous NoC. Each block is connected to a node through a
 network adapter and the nodes are connected in a mesh topology using bi-directional
 links.


nodes. Because the blocks communicate with the network through a network adapter, they do
 not need any information about the network implementation.


In contrast to the indirect network a direct network also contains independent router nodes
 which are not connected to any block.



2.3 Packets and flits


The data which is communicated between the different blocks are encapsulated into packets.


Depending on the used switching technique the packet can contain a header with information
 such as addresses of the destination nodes or the route to be used1. Besides a header, the packet
 also contains a payload which is the actual data. If the size of the packet is larger than the width
 of the point-to-point links between two router nodes, the packet is partitioned into a stream of
 flow control digits (flits) which are sent over the link one at a time. The size of a flit is the
 number of bits which can be sent concurrently on a link and of course depends on the width
 of the link. The width of the links do not need to be constant and can for example be varied in
 different areas of the network depending on the bandwidth need for the specific link. Depending
 on the implementation the number of flits in a packet can be constant or special tail flit can be
 used to indicate the end of the packet.



2.4 Switching techniques


Communication is performed by forwarding packets between the different router nodes till it
 reaches its destination. This means that a router node must decide how to handle each received
 packet as it can be sent on any of the outgoing links. This is denoted the route of a packet and


1Switching techniques are introduced in the succeeding section
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must be controlled using one of a number of different switching techniques. One possibility
 is to apply circuit-switching, where a path is reserved from the source block to the destination
 block before sending any data. It takes some time to reserve the path but it is very fast to
 send data when the reservation is complete. Circuit-switching is especially useful for infrequent
 communication of large lumps of data which is not the case in this application. This switching
 technique also locks the router nodes such that other communication is blocked.


Instead, the data can be divided into small packets which are sent one at a time and indi-
 vidually routed. This is called packet-switched communication, because each packet is routed
 individually instead of being sent using an already established route. Packet-switched routing
 exists in 3 different variants: The first is denoted store-and-forward, since a route node receives
 and stores an entire packet before forwarding it to the next router node. This requires that the
 buffers in the router nodes are large enough to contain an entire packet, thus increasing both
 the size of the router nodes and their latency.One major advantage is that packets can be inter-
 leaved through a router node and that deadlock cannot occur if the buffers are large enough. If
 the packet only consists of a single flit the entire packet can be sent concurrently on the links,
 making the switching inherently store-and-forward. The second switching technique is virtual
 cut-through switching which basically works the same way as a store-and-forward except that
 a router node starts forwarding the packet before it has been received entirely. The buffers in
 the router nodes are still large enough to contain an entire packet, but the latency through the
 network is decreased compared to a store-and-forward network. The last switching technique
 is wormhole switching which is the exact same thing as virtual cut-through switching, except
 that the buffers are so small that they cannot contain an entire packet. This means that a packet
 always spans several router nodes and links. If the packet is blocked for some reason, it can eas-
 ily result in a deadlock. In order to avoid deadlocks special routing techniques can be applied
 or virtual channels [8] can be introduced. A number of virtual channels share the bandwidth
 of a single physical link using for example time division or other sharing techniques. Each
 virtual channel needs its own separate buffer in the router node and circuitry must be added to
 implement the sharing of the psychical link. Both increase the size of the router node.



2.5 Routing


The route of a packet can be either deterministic, that is, determined before the packet is sent, or
 adaptive, where the route is determined dynamically on a per router node basic. When adaptive
 routing is applied, a central routing controller or the individual router nodes determines the route
 of each packet based on the current traffic load in different parts of the network. In theory this
 dynamically balances the load on the network and thereby reduces possible bottlenecks. If some
 of the links suddenly start to malfunction, these links could be avoided. Since communication
 between two specific blocks do not always take the same route the packets may arrive out of
 order which further complicate things. All in all, adaptive routing leads to very complex, large,
 and slow router nodes and is not an option in this project.


When the route of a packet has been decided the router nodes must know how to route the
packet. This can be done as network routing where the packet simply contains a unique address
of the destination block. The router node then determines the route by looking in a routing table
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 large routing tables in each router node as well as circuity to look up the route. Also, the size of
 the routing tables depends on the number of communicating blocks. Instead, the route can be
 determined at the source block and contained in each packet. This is denoted source routing and
 makes the router nodes very simple, as they do not take any route decisions. Source routing is
 currently used in all the NoC articles that I have encountered because of the simple router node
 implementation.



2.6 Guaranteeing bandwidth


Most NoC implementations use Best Effort (BE) routing where data is sent as fast as currently
 possible. The time it takes for a packet to arrive at the destination depends on the current network
 load and is therefore dependent on other communicating blocks. Some applications require
 the introduction of Guaranteed Services (GS) where 2 communication parties are guaranteed a
 certain amount of bandwidth. This is the case in e.g. multimedia and audio applications where
 guaranteed continuous streaming of data is required. Research has also been done in combining
 best effort routing with guaranteed services. One approach, which is presented in [6], is to
 provide GS by a virtual circuit-switched network by reserving a certain amount of bandwidth on
 each link on the communication path. Instead of guaranteing bandwidth, one could also imagine
 that network traffic is prioritized depending on the importance, thereby providing Quality of
 Service (QoS).



2.7 Topology


The choice of topology depends on many different aspects such as number of communicating
blocks, scalability, ease of routing etc. A mesh structure, which is illustrated in figure 2.1, is the
most used topology because it extremely very scalable. The number of blocks can be increased
by adding new nodes without altering the existing layout. Also, the routing of wires can be done
very easily. Some of the disadvantages in this topology is that the nodes are quite complex as
they contain a 5x5 crossbar and a large amount of buffers. Other topologies include hyper-cubes,
binary trees, fat trees, hierarchical structures, hybrid solutions, and many more. A discussion of
which topology to use in this project is presented in chapter 7.2.
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Chapter 3



Background: Asynchronous circuits


This chapter gives a short introduction to asynchronous circuits with emphasis on handshake
 protocols and advantages over synchronous circuits. It is by no means a complete introduction
 as the ones which can be found in textbooks as for example [13].



3.1 Overview


Traditional synchronous design consists of combinatorial logic separated by latches or registers
 as illustrated in figure 3.1a. The slowest path through the combinatorial logic determines the
 highest clock frequency at which the circuit can be clocked. Since all registers/latches are
 clocked at the same time there will be a surge of power every time the clock ticks. These surges
 lead to increased electromigration which decreases the lifetime of the chip and is an increasing
 problem as technology size decreases. The power spectrum is highly non-uniform and contains
 spikes at the clock-ticks which give rise to electromagnetic emission that can disturb analog
 devices in the product. The non-uniformity also leads to lower battery time if the product is
 battery driven due to the nature of batteries. If parts of the chip are idle for periods of time, as is
 the case with a NoC, clock-gating must be explicitly applied to ensure that the registers/latches
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Figure 3.1: In asynchronous circuits the clock is substituted with handshake controllers.
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Figure 3.2: Truthtable and symbolic representation for different Muller C-elements.


are not clocked during idle periods.


In contrast, different parts of asynchronous circuits run at their own pace as registers/latches
 are not clocked by a common clock. This is done by exchanging the clock with handshake
 circuitry as illustrated in figure 3.1b. Asynchronous circuits do not have any dynamic power
 consumption during idle periods, and since no clock has to be distributed, the increasing problem
 of clock skew and large clock trees are eliminated. As wires are getting taller, narrower, and
 placed closer together, crosstalk is also an increasing problem in synchronous circuits. If a
 delay-insensitive one-hot encoding is used, the problem with crosstalk is decreased because
 wires which are routed together do not make transition at the same time.


There is no such thing as a free lunch. First of all the well-proven synchronous designflow
 which is known by thousands of designers cannot be used directly, and commercial asynchro-
 nous design tools are almost non-existing. As technology decreases the leakage current in-
 creases heavily which means that the static power consumption is being a larger and larger part
 of the total power consumption. As asynchronous circuitry tend to be larger than the equivalent
 synchronous circuit, one of the major advantages might no be valid for future technologies.



3.2 The C-element


The Muller C-element plays a central role in the construction of asynchronous circuits. The
 truthtable of a C-element with 2 inputs as well as its symbolic representation is shown in figure
 3.2. The C-element implements the logic functionz = ab+z(a+b) and is a state-holding
 device. In contrast to an AND gate which indicates when the inputs are all 1, and an OR gate
 which indicates when the inputs are all 0, the C-element indicates both. This is also known as a
 join or rendezvous.


C-elements can also be asymmetric which means that not all inputs need to be the same for
the C-element to change state. For example the C-element in figure 3.2b implements the function
z=ab+za. The b input is denoted "plus" because it is only used in the rising transition. Both
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(b) Implementation using a single C-
 element and an inverter.


Figure 3.3: 4-phase bundled data handshake. The data is valid whenever request is high which
 is denoted the extended early data-validity scheme.


inputs still need to be ’1’ for the output to change to ’1’, but only input a needs to be ’0’ for the
 output to go low. The C-element in figure 3.2b implements the functionz=b+z(a+b). The


"minus" indicates that the a input is only used in the falling transition. Both inputs still need to
 be ’0’ for the output to change to ’0’ but only input b is needed for the output to go high.



3.3 Handshake protocols


Asynchronous circuits can be constructed using either bundled data or using a delay-insensitive
 encoding. The 2 different possibilities are introduced in the following subsections.


3.3.1 Bundled data


All bundled data handshake protocols substitute the clock with handshake controllers, but keep
 the combinatorial logic as illustrated in figure 3.1b. A delay which is larger than the slowest
 path in the combinatorial logic must be inserted in the request wire.


The simplest and widely used handshake protocol is the 4-phase (Return-to-Zero) bundled
 data protocol as illustrated in figure 3.3a. As the name ’4-phase’ indicates, the handshake con-
 sists of 4 phases: 1) the sender raises the request wire to indicate that data is valid, 2) the receiver
 raises the acknowledge wire to indicate that the data has been received and latched, 3) the sender
 lowers the request wire, 4) the receiver lowers the acknowledge wire which completes the hand-
 shake cycle. Figure 3.3b shows an implementation of a latch controller which is known as a
 Muller pipeline1. Each stage implements such an un-decoupled 4-phase latch control circuit
 using a single C-element and an inverter. The controller is denoted un-decoupled because the
 incoming and outgoing handshakes of the controller are strictly coupled. This means, that two
 succeeding latches cannot contain data at the same time. The two handshakes can also be fully
 decoupled but this increases the complexity of the latch controller as well as the propagation
 delay. Details about the implementation of different 4-phase latch controllers can be found in
 [9]. In the Muller pipeline from figure 3.3, the sender starts the handshake cycle which is known
 as a push scheme because the data is pushed by the sender. In contrast the handshake is initiated
 by the receiver in the pull scheme by raising the request wire to indicate that data can safely be


1Named after the inventor
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Figure 3.4: 4-phase dual-rail handshake. The request signal is implicitly given as the data lines
 are using a one-hot encoding where they are mutual exclusive.


sent. As indicated on figure 3.3a, the data is expected to be valid when request is high which is
 denoted the extended early data-validity scheme. Different data-validity schemes exists, which
 defines in which part of the handshake data is valid [13].


The handshake can also consist of 2 phases (non-Return-to-Zero) instead of 4. This de-
 creases the number of transitions in the handshake cycle but complicates the handshake cir-
 cuitry. It is also possible to combine the request and acknowledge wires into a single wire. As
 the wire is driven by both the sender and receiver, it must have high impedance to keep its value
 when it is not driven.


3.3.2 Delay-insensitive encoding


Another possibility is to use delay-insensitive encoding where the data is encoded using a one-
 hot scheme. The simplest example is called dual-rail where each bit is encoded into two wires
 as illustrated in figure 3.4. The truthtable for the encoding and a pipeline stage which employs a
 4-phase protocol is shown. The 4 phases of the handshake are: 1) the sender raisesd0to indicate
 a logic ’0’ ord1to indicate a logic ’1’, 2) the receiver raises the acknowledge wire to indicate
 that the data has been received and latched, 3) the sender lowersd0/d1, 4) the receiver lowers
 the acknowledge wire which completes the handshake cycle. Note that the 2 wires are mutual
 exclusive and the request signal is implicitly given. It takes 4 transitions to communicate 1 bit
 independent of the data value.


Several one-hot lines can be combined into a bus by using a special ’completion detection’


unit which detects when data is present on all lines and when all lines have returned to zero.


This is normally implemented using a C-element or a tree of these if necessary. When several
 one-hit lines are combined into a bus they are using a single acknowledge wire.


Instead of encoding a single bit into 2 wires, a higher order encoding could also be chosen.


As an example 1-of-4 encoding could be employed where 2 bits are encoded into 4 wires. The
advantages are that 2 bits are transferred using the same number of transitions as it takes to
transfer 1 bit in a dual-rail implementation. The size of the ’completion detector’ also decreases
compared to the dual-rail as the number of lines for a N-bit word decreases. If the number
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Protocol Wires Transitions


Bundled data (Return to zero) N+2 avg(N)+4


Dual-rail 2N+1 2N+2


1-of-4 2N+1 N+2


Table 3.1: Number of wires and transitions for 3 different data encodings using a 4-phase pro-
 tocol where N is the number of bits in a data word. The probability of ’0’ and ’1’ are
 assumed to be 50% for both.


of wires do no contribute to the power consumption, 8 bits of data could be sent using just 4
 transitions using a 1-of-256 encoding.


As with the bundled data protocol, a 2-phase protocol could also be chosen but this compli-
 cates the circuitry.


3.3.3 Comparison


Table 3.1 lists the number of wires and transitions used to transfer a single word of N bits
 for a selection of 4-phase protocols. The number of wires includes the acknowledge and request
 wires. Note, that the number of transitions is constant for the one-hot encodings while it depends
 on the actual data for the bundled data. I assume that the probability is 50% for both ’0’ and ’1’


and that the data lines returns to zero after each handshake. This might not always be the case.


The advantages of one-hot encoding are that there is no need for matched delays and the
 circuits are truly delay-independent. This means that the circuitry will work no matter how large
 the wire and gate delays are. After the chip has been manufactured it will work independent of
 the temperature, process variations, and even supply voltage. The speed of the chips will differ
 but will work as expected. A delay-insensitive implementation is used in some high bandwidth
 network chips because it is possible to make them operate at very high speeds. It might also be
 an advantage that the number of transitions is independent of the actual data as this makes the
 power usage predictable.


Some of the disadvantages are that at least two wires are needed for each bit, that normal
combinatorial circuits cannot be used, and that the corresponding one-hot implementation is
potentially much larger and slower. In this project the network is not doing any computation
which means that a one-hot encoding might be a good solution.
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Design methodology


This chapter describes how the asynchronous blocks are designed and implemented at gate-level.



4.1 Overview


As it will be explained in chapter 8 the networks are constructed by connecting a number of
 small carefully designed building blocks. These block consists of a mix of speed-independent
 control circuits and bundled data circuits. Logic synthesis tools are specialized in synthesis
 of synchronous designs and cannot be uses in the synthesis of asynchronous circuits. In this
 project, the asynchronous circuits are designed by deriving a set of speed-independent boolean
 expressions which are implemented as netlists of standard cells. The designs are marked as ’do
 not touch’, such that the logic synthesis tool does not optimize the circuits.


In the following sections the design of asynchronous controllers are explained in a bottom-
 up fashion starting from the use of standard cell libraries and all the way to the finished blocks.


This includes including complex asynchronous controllers, matched delays in bundled data cir-
 cuits, and how to handle initialization.



4.2 Standard cells and drive-strengths


In this project asynchronous controllers are designed as a netlist of standard cells. Since the
 delay through each cell is carefully timed, we cannot use automatic drive-strength optimization.


Instead, each standard cell is implicit instantiated including the drive-strength. This allows us
 to carefully control the delay through each block as well as the capacitance on the inputs and
 drive-strength of the outputs.


Many cells in a standard cell library exist in 2-5 different versions with different drive-
strengths. Increasing drive-strength means that the cell has larger fanout and thereby can drive
more cells, but the size of the cell as well as the typical propagation delay increases. In some
standard cell libraries the input capacitance of the cell increases as well. The standard cell library
which is used in this project has almost constant input capacitances for all drive-strengths except
inverters, buffers, and high-performance gates. The input capacitance for a cell with drive-
strength 1 are denoted unit input capacitances through the rest of the report. In the 0.18µm
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process used in this project, the unit input capacitance is 40-60 nF. A cell with drive-strength
 1 can drive approximately 4 inputs with unit capacitance at maximum speed. If the fanout
 is larger, a cell with a larger drive-strength must be used, or the signal must be buffered to a
 larger drive-strength. The buffering is normally done in a number of stages with an increase in
 drive-strength by a factor 3-4 in each stage as this gives a good performance.


It would be nice to have a tool which could automatically choose the optimal driven-strengths
 of each instantiated standard cell, but unfortunately no such tool exists for asynchronous circuits
 at this point of time. An automatic tool could also identify the longest paths in the circuit and
 slow down other paths to decrease the used power and area.


Instead, the drive-strengths are chosen manually based on some simple rules of thumb which
 gives a good, but not optimal, solution. There is room for optimization in the size, power-usage
 and speed of the circuit by choosing more optimal drive-strengths. Circuit optimization is not
 important in this project since the purpose is not to produce a highly optimized solution, but to
 show the concepts of an asynchronous NoC. Doing this kind of optimization by hand takes a
 long time and the drive-strength must be recalculated every time the circuit is changed, or the
 standard cell library is replaced.


Generally, the blocks are designed such that the outputs have a drive-strength of 1 and the
 inputs have unit capacitances. While this might not be optimal in terms of power, speed, and
 area, it is a good comprise that makes it easier to connect the blocks as all inputs have the same
 capacitance and all outputs have the same drive-strength. Inside the individual blocks, cells with
 drive-strengths 1 are used as a cell seldom drives more than 4 other cells. If a cell drives more
 than 4 inputs a cell with a larger drive-strengths is used or a buffer is inserted. Since most cells
 in the used standard cell library have unit input capacitance, independent of the drive-strength,
 a cell with larger drive-strength is generally used in this project. By ensuring that all cells have
 unit input capacitances, the drive-strength of a cell is only dependent on the number of cells that
 it drives. If this wa not the case the drive-strength of a cell would be dependent on the number of
 cells that it drives and the input-capacitances of these. Since this blows up the complexity of the
 problem, it is ensured that inputs always have unit capacitances. If a cell library is used where
 the input capacitances increase with the drive-strength, a buffer should be used at the output of
 a cell with drive-strength 1.


In some of the small asynchronous controllers it might be beneficial to use standard cells
 with drive-strength 12 which are both faster and use less power.


The following summarizes how to choose the drive-strengths of the cells:


• Outputs of blocks have drive-strength 1 and inputs have unit capacitance.


• Generally cells with drive-strength 1 are used


• If a drive-strength larger than 1 is needed, a cell with this drive-strength is used if:


1. Such a gate exists


2. The inputs to the cell still have unit capacitance


If this is not the case a buffer where each stage increases the drive-strength by 3-4 is
inserted instead
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Figure 4.1: Implementation of a mutex.


• Inside the asynchronous controllers, cells with drive-strength 1/2 are used in some cases.


(but outputs of the block must still have drive-strength 1).



4.3 Basic asynchronous components


In order to design asynchronous controllers a few asynchronous elements, which do not exist in a
 ordinary cell library, must be created. This is the mutex and a collection of different C-elements.


Since custom cells are hard to implement and must be re-implemented if a new technology is
 used, it is an advantage to construct these from available standard cells.


4.3.1 Mutex


The mutex is a component which ensures that two signals are mutually exclusive. This is used
 to control access to shared blocks and is used when 2 busses are merged into one. It consists of
 two inputs and two outputs, and its function is to ensure that at most one of the outputs is high
 at any point of time. Figure 4.1 shows how this is implemented using two crosscoupled NAND
 gates and 2 inverters. The 2 NAND gates handle the actual arbitration while the 2 inverters act
 as a metastability filter to ensure that the outputs are never high at the same time. In the initial
 state both inputs are low, the two intermediate nodes s_q1 and s_q2 are high, and both outputs
 low. If i_request1 becomes high, s_q1 goes low which ensures that s_q2 stays high independent
 of i_request2, and that o_grant1 becomes high. The behavior is similar if i_request2 becomes
 high. The arbitration comes into play if the two inputs become high at the same time. First, the
 voltage at s_q1 and s_q2 will drop to about half of the supply voltage and enter a metastability
 phase where the two NAND gates are trying to drive their respective outputs low. Eventually
 one of them "wins" the race and either s_q1 or s_q2 goes high while the other goes low. During
 this metastability phase it is extremely important that none of the outputs becomes high as both
 of NAND gates could turn out to be the "winner" and create a hazard on one or both outputs.


The two inverters work as a metastability filter which makes sure that none of the outputs go
high when the intermediate nodes are in the metastability phase. The threshold voltage of the
inverters is therefore important and must be well below half of the supply voltage. The shown
metastability filter is just one of many possible implementations, but common is that a detailed
analysis must be made at transistor level using the parameters from the used cell library.
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There are several problems during simulation with the illustrated implementation. Both
 problems are due to the fact, that simulators only do binary simulation on logic-levels 0 and
 1. First, the simulator enters an infinite loop when both inputs become high at the same time,
 which deadlocks the simulation and makes both outputs infinitely alternate between 0 and 1.


Second, the metastability filter does not work at all. Both problems are simulator specific and
 can be considered as false errors because they will never happen in the produced chip.


One way to get around this is to do synthesis as normal and replace the mutex with a behav-
 ioral model during simulation. This means that the area estimates are made with the real mutex,
 while the delay and power estimates are made with a behavioral model. The SDF file which con-
 tains the timing of the mutex must therefore be changed to contain the estimated propagation
 delay of the mutex.


In this project, the behavioral version is used when simulation on RTL level while at netlist
 version is used when simulation on gate-level. Simulation on the mutex, shows that the it works
 as expected but that it sometimes produce a glitch on one of the outputs. This is not a problems,
 since the blocks which contain the mutex do not malfunction because of a small glitch. If the
 mutex was used in other blocks, it might has to be replaced by its behavioral version.


4.3.2 C-elements


The C-element is a state holding component which indicates when all its inputs are either 0 or
 1. C-elements can be implemented in a number of different ways which all capture the correct
 functionality. The number of inputs often determines which method that takes up the least area.


Ont method is to implement the C-elements using complex gates. Since standard cell libraries
 do not always have the same types of complex gates, the C-elements probably have to be re-
 implemented if the cell library is replaced. Figure 4.2b shows a possible implementation of a 2
 input C-element using a complex gate containing a feedback loop, such that it implements the
 functionz=ab+z(a+b) =ab+zb+za. The C-element can be reset to 0 by setting all the
 inputs to 0. This might not always be possible during the reset phase and by inserting an AND
 gate in the feedback loop, it is possible to reset it to 0 by setting just one of its input to zero. One
 could insert the reset gate at the output instead, but this would increase the propagation delay of
 the cell.


Figure 4.2c shows the implementation of a 3 input asymmetric C-element with the function
 z =abc+z(a+b) = abc+za+zb. The i_c input is a "plus" input which must be 1 for the
 output to go high, but does not need to be 0 for the output to go low.


Since the C-element is not an atomic cell but created of a complex gate with a feedback loop,
 some assumptions must be made concerning the environment and the routing of the feedback
 loop in order to avoid hazards. This is best illustrated by inspecting the karnaugh map of the 2
 input C-element implementation which is shown in figure 4.2a. The dotted areas represent the
 min-terms, F indicates that the output is doing a falling transition and R that the output is doing
 a rising transition. A dynamic hazard can occur if both inputs are 1 and the output is making a
 rising transition from state 3 to state 7. Just as the output changes to 1, the environment changes
 both a and b to 0 before the two min-terms have taken over. This means that the output might
 change to 0 and afterwards become 1 for at short period due to one of the other min-terms.


The problem is that one min-term is "taking over" from another and is an important issue when
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Figure 4.2: Implementation of different C-elements.


designing asynchronous components.


In order to avoid this hazard the feedback connection must be stabilized before both of the
 input changes. I presume that the feedback loop is routed locally, and, as I only include the
 delay of an OR gate in the feedback loop, this should be the case. The C-elements can also
 be implemented using simple gates, but this increases the problem with hazards and demands
 further assumptions about the routing.


If C-elements containing many inputs are needed, it might not be possible to design them
 using a single complex gate. Instead a 2-input C-element can be used as a state-holding device
 with a set and reset input as illustrated in figure 4.2d. A latch with asynchronous set and reset
 input can also be used. This method might take up less area for large C-elements. Note, that the
 set and reset logic must be designed such that it does not produce any dynamic or static hazards.



4.4 Complex asynchronous controllers


When designing complex asynchronous controllers a tool is needed to ensure a hazard free im-
plementation. In the project I have used Petrify [7] which can be used to synthesize Petri nets
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and asynchronous controllers. Petrify takes a Signal Transition Graph (STG) which describes
 the behavior of the asynchronous controller and generates speed-independent boolean expres-
 sions. The output can be implemented using either complex gates, C-elements, or technology
 mapping. I have not looked into Petrify’s ability to do technology mapping and have instead
 concentrated on complex gates and C-elements. When using C-elements, Petrify produces a set
 and reset function as illustrated in figure 4.2d, while it produces complex boolean expressions
 when requesting a complex gate implementation. For this project I have used the complex gate
 option as it produced the smallest circuits. This is because the controllers are quite small. If Pet-
 rify gives a solution which requires a complex gate that does not exist in the standard cell library,
 the C-element option must be used instead. The graphical tool, Visual STG Lab (VSTGL)[2],
 which is developed at DTU was used to design the STG’s.


To illustrate the design of a complex asynchronous controller I have chosen to go through
 the design of a sequencer which is a simple 4-phase handshake generator. Figure 4.3a shows the
 symbol of the sequencer and its inputs and outputs. Basically, it accepts a handshake on the left
 hand side and generates a handshake on the right hand side before completing the handshake
 on the left hand side. In addition to this functionality thei_ackline can alternate when the
 sequencer is currently not performing a handshake. This is because a number of sequencers are
 handshaking on the same request and acknowledge wires, why the i_ack wire must be ignored
 when the sequencer is not currently performing a handshake.


The STG, which describes the order of events for the sequencer, is shown in figure 4.3b.


Even though the STG captures the wanted behavior, the functionally is best understood by going
 through the order of events: 1)i_ackcan make a number of alternations if other sequencers
 are performing a handshake. 2) i_reqgoes high to indicate the a handshake must start. 3)
 A 4-phase handshake is performed ono_reqandi_ack4)o_ackis driven high to indicate
 that the handshake has been completed on the right side. 5) i_ack can make a number of
 alternations if other sequencers are performing a handshake. 6)i_reqgoes low ando_ackis
 driven low to finish the handshake.


Figure 4.3c shows the output of petrify using complex gates. The boolean expressions for
 o_ack andcsc0 can be identified as asymmetric C-elements and 2 possible gate-level im-
 plementations of the controller is shown in figure 4.3d and 4.3e. One very important note is
 that Petrify assumes that the complex gates exists with both inverted and non-inverted inputs.


As it was not possible to design C-elements with inverted inputs using the complex cells in the
 used standard cell library, inverters are inserted manually. Petrify produces speed-independent
 boolean expressions which assume that wire delays are zero. Wire delays can be lumped into
 the gates, except when there is a fork as for example thes_1andi_reqsignals in figure 4.3d.


The delays from the fork to all end-points should be identical which in asynchronous literature is
denoted an isochronic fork. As the designed circuits are normally very small, it is ok to assume
that this is the case except when inverters are inserted. This is the case for the implementation
in figure 4.3d and instead the inverters are removed from the fork as shown in figure 4.3e.
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(b) STG specification.


# EQN file for model sequencer3


# Generated by petrify 4.2 (compiled 5-Jul-04 at 11:55 PM)


# Outputs between brackets "[out]" indicate a feedback to input "out"


# Estimated area = 8.00


INORDER = i_req i_ack o_req o_ack csc0;


OUTORDER = [o_req] [o_ack] [csc0];


[o_req] = i_req csc0;


[o_ack] = csc0’ (o_ack + i_ack’);


[csc0] = i_ack’ csc0 + i_req’;


# No set/reset pins required.


(c) Output from petrify.



C



C


 





si_ack_b


s_1
 si_req_b


s_2


o_ack


o_req
 i_req


i_ack


(d) Gate level implementation 1. The forks ats_1and
 i_reqcannot be considered isochronic because
 of the inverters.



C








si_ack_b


s_1 s_2


si_req_b
 i_ack


i_req


o_req
 o_ack



C


(e) Gate level implementation 2. All forks can be con-
 sidered as isochronic.


Figure 4.3: The sequencer circuit which performs a 4-phase handshake.
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o_req


i_data1 i_data2
 i_req1 i_req2


o_data
 Delay


(a) The delay must be matched such
 that request does not go high till
 o_data is stable.


input output


(b) Symmetric delay implementation.


  


output
 input


(c) Asymmetric delay implementation.


Figure 4.4: Delay must be inserted in the request path in the bundled data design.



4.5 Bundled data design and asymmetric delay


When designing a component which uses the bundled data protocol, a matched delay must be
 inserted in the request line as described in chapter 3.1. The matched delay must be larger than
 the worst case latency of the functional block. Figure 4.4a illustrates a typical scenario which
 is encountered when designing a component for a bundled data network. The circuit takes 2
 request lines and 2 data lines as input and outputs a single data value and request. The input
 request lines are assumed to be mutual exclusive and control which of the 2 data inputs that are
 to be outputted. According to the protocol the o_data line must be stable before o_req goes high,
 why a delay must be inserted before the output. This delay must be large enough to account for
 the extra gate-delay which is contributed by the AND gate, but also include the delay which are
 caused by wires and cross capacitances. In this case the data is a single bit, but it might be a bus,
 which means that the request is driving several AND gates. It might even be necessary to insert
 buffers to increase its drive strength. All these delays must be accounted for in the matched
 delay and is a good example that we want to be in control of the used gates such that we are
 sure to insert enough delay. As it is hard to predict the exact delay of the circuit, the matched
 delay must be quite conservative. On the other hand the delay should not be too large, as this
 will tslow down the circuit and the delay element will be larger and consume more power. In
 order to validate that the delay is large enough, the circuit has to be place and route’ed and the
 delay back-annotated.


Figure 4.4b shows a simple delay implementation which consists of a chain of inverters.


This delay is symmetric as the low→high and high→low transitions takes the same amount of
time. In a 4-phase protocol an asymmetric delay is preferable as the high→low transition only
decreases the speed of the circuit. One possibility is to use non-balanced buffers, since their
high→low propagation delay is roughly twice the size of their low→high propagation time. An
inverter must be inserted before and after the buffers, such that the low→high transition that
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i_req
 o_ack


0


Figure 4.5: Initialization ripples through the circuit.


has the largest propagation delay. Figure 4.4c shows another possible implementation of an
 asymmetric delay where a low→high transition has to propagate through the entire chain of
 AND gates. In contrast, a high→low transition are propagating through all the AND gates in
 parallel and therefore has a propagation delay of a single AND gate. In complex bundled data
 circuits which contain large portions of combinatorial circuits, more advanced delay techniques
 could be used to improve performance. E.g the delay could depend on the data values as these
 might influence the longest path. This not an issue in this project as the longest path are always
 constant in the implemented network blocks. Also it is beyond the scope of this project to make
 a study of asymmetric delay implementations.



4.6 Initializing asynchronous circuits


Before an asynchronous circuit can be used it must be brought into a known state. That is, it
 must be initialized properly. One way to achieve this is by adding controllability to the outputs
 of all asynchronous cells. Since this controllability is implemented by adding a number of gates
 it increases the area, power usage, and propagation delay of the circuit. A better way is to insert
 controllability in a few places and make sure that the initialization will ripple through the circuit.


Figure 4.5 illustrates how a Muller pipeline is initialized by setting in_req to 0. Since the only
 input to the pipeline is the in_req and the other input to the first C-element is in an unknown
 state, the C-elements must contain a reset signal. This allows it to be reset when just one of its
 inputs are set to 0.


When an asynchronous circuit is designed, the properties which ensures a proper initializa-
tion must be noted. This includes which inputs that must be set to a certain logic value and the
time it takes for the reset to propagate.
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