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Abstract


With the project the author extends a previous work about detecting and track-
ing sungrazer comets in a sequence of astronomical images taken by the instru-
ments mounted on the SOHO satellite. Purposes, design decisions, methods
applied and formal explanation will be provided. Good results are obtained and
will be analyzed and criticised in order to allow further future improvements of
the algorithm. The results will demonstrate that comet hunting in such images,
which is now only redacted by amateur astronomers who visually analyze the
pictures, is doable in a human unaided way given a previous proper choice of
the parameters. The implementation will be developed using the Python pro-
gramming language with the aid of mathematical libraries such as Numpy and
Scipy.
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Preface


This project is the development and maturation of an idea that struck me more
 than five years ago now. I first came across SOHO hunters reading an article on
 an astronomy web-zine and immediately I started to download images looking
 for my own comet. After a while I thought I found something interesting and
 sent a report. It was May the 16th of 2002. That report turned out to be totally
 inappropriate since the ”object” i pointed out was changing in intensity, shape
 and speed in order to be considered a comet. The community of astronomers
 were anyway kind enough to tell me where i was wrong and pointed me towards
 the right direction. My first thought was:


”Wow, this is going to be hard!”


I think I have always been kind of a lazy person. Not the work-shy kind of lazy,
 but the kind that will make me try to find an alternative way to do a repetitive
 and boring task. So my second thought:


”Can’t a computer do this for me?”


At that time the answer was negative. I did not have the necessary knowledge
 and preparation and slowly that idea sank in my mind.


Two years ago i came to Denmark and started to study in DTU and right after
 my first course about Computer Vision and Image Analysis that idea reemerged.


From that moment on I started to work on it and the what follows is the result.
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Chapter 1



Introduction


This project was thought and developed in order to answer the question: can
 a computer, a mathematical model, a set of algorithms substitute the patient
 and time-consuming work of several people in analyzing a set of astronomical
 images in order to detect and track comets?


This question might appear very specific, but it involves bigger and more impor-
 tant considerations. The introduction to scanners first and then CCD sensors
 brought a great revolution in many fields. One of these is astronomy.


Nowdays the output of every telescope and astronomical intrument (depending
 on the wavelength range of electromagnetic waves it analyses) is an image or a
 set of images. The amount of data available is so big that at the present time
 astronomers all over the world are struggling to keep the pace and avoid to loose
 important data.


The not even too far future seems to bring even bigger challenges since the
amount of data to analyze is growing exponentially as the size of sensors grows
and lenses are able to detect fainter and fainter objects. We are soon reaching the
point where either we will be able to develop models and programs to perform
the big part of the analysis or we are going to loose precious informations for
ever since even the storage of this astonishing amount of data will become at
some point impossible.
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These consideration puts the above stated question under a different light. An-
swering that is a tiny contribution to a huge challenge, but still, as 2500 years
ago Confucio said ”Even mountains are made of grains of sand”.
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Historical Background


SOHO is a cooperative mission between the European Space Agency (ESA) and
 the National Aeronautics and Space Administration (NASA). SOHO studies the
 sun from deep down in its core out to 32 solar radii. The spacecraft orbits around
 the Earth and from this orbit, SOHO is able to observe the sun 24 hours a day. It
 carries twelve state-of-the-art instruments expected to meet the mission’s three
 principal scientific objectives. These objectives are: to study the solar interior,
 to study the heating mechanisms of the solar corona, and to investigate the solar
 wind and its acceleration processes.


Even though SOHO’s primary objectives relate to solar and heliospheric physics,
 the onboard LASCO instrument has become the most prolific comet discoverer
 in history! LASCO is a three-coronagraph package (C1, C2, & C3) with nested
 field of views of 1.1-3, 2.5-6, and 4-32 solar radii, respectively. The C1 in-
 strument was designed to observe hot coronal emission and, therefore, has not
 observed any comets. However, since LASCO began taking observations in Jan-
 uary of 1996, the C2 and C3 coronagraphs have observed over 1200 new comets
 and several known comets. In addition, the SWAN instrument onboard SOHO
 has discovered 4 new comets and observed many known objects. The UVCS
 instrument has also observed a handful of known comets.


The kind of comets visible by these instruments are called sungrazers. Though
there is no official definition of a sungrazer, it refers to a comet that passes very
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close to the Sun. It is most often used to describe comets of the Kreutz group,
 which have included some exceptionally bright daylight comets as well as the
 stream of tiny cometary fragments found in SOHO. As a descriptive term, a
 few other comets of very small perihelion distance such as the Great Comet of
 1680, which passed a mere 200,000 km from the Sun’s photosphere, deserve the
 title of sungrazer. Non-Kreutz comets found in SOHO are sometimes referred
 to as sungrazers, though such comets with less extreme orbits are often called
 near-Sun comets (and occasionally, sunbathing comets).


About 85% of SOHO comets belong to the Kreutz group, a family of comets
 whose members all travel in similar orbits. It is named for Heinrich Karl
 Friedrich Kreutz, (1854-1907), an astronomer at the University of Kiel who
 investigated comets that passed close to the Sun. He noticed similarities in the
 orbits of comets that appeared in 1843, 1880, 1882, and 1887, and determined
 that they were probably all once part of a larger body; he suspected that comets
 seen in 1668 and 1702 also belonged to this group.


Since 2001, the vast majority of SOHO comets have been found by amateurs; the
 rest were found by SOHO staffers. LASCO images are available for download
 by the public (at the same time they become available to scientists), primarily
 at http://soho.nascom.nasa.gov/data/realtime-images.html.


Despite the large number of SOHO comets that are discovered (an average of
 more than 100 a year since the spacecraft’s launch in 1995) and the impres-
 sive totals racked up by some experienced hunters, it is not easy to be the
 first to report one, particularly for newcomers. (Even the most skilled hunters
 sometimes go for months without finding one.) There is a learning curve to de-
 tecting the often subtle signs of a developing SOHO comet (which often doesn’t
 look cometary by standard measure), and to becoming familiar enough with
 their appearance and motion to be able to report them before other hunters.


(There is a core group of about a dozen skilled and dedicated hunters who re-
port these comets within hours, often within minutes, of when they first become
confirmable.) You need to learn to quickly identify a comet and distinguish it
from cosmic rays, noise, and other artifacts that may mimic a comet, measure
its position (in x,y coordinates) on a Series (preferably a minimum of 4) of im-
ages, and then file a report using the report form. Mastering these skills can
take many months. Many of the comets, particularly ones in C2, are found in
the unprocessed black-and-white images, the first to be posted, which appear
on the LASCO/NRL site, and are not archived. Working with them requires
that you download the images quickly, or you will miss them.
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Previous Results by the Author



3.1 Preamble


This project takes as a starting point the results achieved during a special course
 held in DTU during the autumn semester in 2006. In this chapter the methods
 and the results obtained will be introduced and discussed in order to give a
 general overview of the tasks met and the relative solutions which were applied.


It has to be noticed that that project has been developed without any biblio-
 graphical research and that the solution found are simply the result of applying
 known techniques.



3.2 The Algorithm


The cameras providing the images were designed to study the corona of the
sun. This means that the emphasis is of course put in showing the details of the
evolution of the corona and not in the stars in the background. What happens
in SOHO comet hunting is totally the opposite: the corona is some noise that
needs to be get ridden off while the stars (or what appear as such) contain the
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needed information. These could be in fact stars, asteroids, comets or, in most
 cases, simply cosmic noise or artificial satellites. Once the objects present in
 the images are detected a tracking system will be developed that will consider
 all the possible combinations of paths for each object and filter out the non
 plausible ones. The whole process can be summarized in three steps:


• Cleaning the images


• Detecting the objects


• Computing the plausible paths


For each item some details will be now given.



3.2.1 Cleaning the images


Without a good cleaning of the original images the algorithm would have to
 deal with much more information making the path detection part much longer.


The main task in this process is to get rid of the corona from the images since it
 contains no useful information for the purpose of the project. Visually analyz-
 ing the pictures it is easy to notice that the corona is something that changes
 smoothly along the image so a plausible approach would be to remove low fre-
 quency information from the signal. Unfortunately this is not possible in this
 application since comets do not always appear at high frequency signals in the
 images (point light source) and sometimes they appear like a small blurry object
 (Figure 3.1). This means that if we got rid of low frequencies we would end up
 erasing possible comets as well.


Looking at single images did not bring to any better idea, but drifting along
 some consecutive images it was easy to notice that the corona hardly changed
 over small time lapses. This fact suggested the idea to do a subtraction between
 two consecutive images:


IpF = max(IpA−IpB,0),∀p


where pis a pixel of the image defined by its coordinates. The max operator
 makes sure that the resulting imageIF will not contain information about the
 objects inIB. This subtractions brings to several advantages:


• removal of most information about the corona
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Figure 3.1: Example of blurry comet


• removal of constant noise such as dust on the objective and imperfections
 of the CCD sensor of the camera


• the resulting image will have a nice black background which increases the
 contrast.


The drawback of this method is that the longest the interval between two images
 is, the more the difference between the corona in the two images will affect the
 result.


An example of this process is shown in Figure 3.2.


At this point the image is good enough to try to extract the position and the
 intensities of the objects. In this case it is convenient to operate in a multi-scale
 context since images still contain some very high frequency noise i don’t want
 to deal with so the first task is to apply a slight Gaussian blur to the whole
 image. The value of σmust be high enough to get rid of the noise, but small
 enough not to loose any information about the objects. The kernel of the filter
 must be a square formed by edges of odd number of pixels.


Another useful thing to do is to stretch the color spectrum of the images in order
to increase the contrast. It is important to notice anyway that this operation
must be done with the same parameters for all the images of the sequence
otherwise the estimation of the intensity of the objects would be uneven and
this must not happen since it will be one of the criteria do filter good objects
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Figure 3.2: Difference between two consecutive pictures


from bad ones.



3.2.2 Detecting the objects


Now the images are clean enough to detect object. The first approach tried is
 blobs detection as described in [4] and this turned out to work fairly good for
 circular objects, but some of the detected comets also present a tail that makes
 the algorithm fail.


After many tries the most solid technique resulted to be regional maxima detec-
 tion: both point-shaped object and tailed comets get spotted correctly. Even
 for comets with a tail the algorithm detects the head correctly which allows to
 trust the color intensity value. This method is based on the morphology theory
 and was first proposed in [8]. It consists in iterating a dilation operation on
 the original image subtracted by 1 using as a boundary condition the original
 image. More details will be unveiled later.


3.2.2.1 Data structure


For each image the detected objects are stored in lists and each element contains
an index which identifies the object in that particular image, the coordinates in
the image space and the intensity in that position. An example is shown here
below.
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index x y value


1 125 206 97


2 32 342 23


3 234 421 134


... ... ... ...



3.2.3 Computing the plausible paths


At this point all the positions and intensities of all the objects are retrieved for
 every image. This data will be used to detect any possible comet present in
 the sequence and, considering that in every picture an average of 150 objects
 is found, it means that the algorithm will have to consider about 500 millions
 possible combinations. This involves a huge amount of computation time so i
 need to consider a technique to lower the number of combinations in a smart
 way.


The way i decided to go is to divide the process into steps, each of which will
 consider a transition from one image to the following one. The trick is that, when
 processing the following step, to consider only the combinations that proved to
 be plausible until that point.


3.2.3.1 The first step


The first step takes into consideration what changes in the first two images of
 the sequence. As a first thing i was to filter out stars from the object lists of
 both images since they are easy to spot. They will always move from left to
 right with a more or less constant speed. Actually when the sun is far from the
 sky equator it is possible to notice some differences in the amount of pixels the
 stars move in the top and the bottom of the image so it is wise to design the
 star detection algorithm in a pretty “loose” way.


After this is done i go throw all the remaining objects inIA and check all the
 possible combinations with the objects in IB. I just want to consider objects
 that move of a certain amount of pixels (depending on field of view of the
 telescope i am taking the images from) and that have a pretty similar pixel
 intensities. One more rule the object should follow to be a candidate comet is
 that during the sequence it should move towards the sun.


To save the relevant information i decided to use the following data structure:
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iA iB dx dy dv v d


where:


• iA: index of the object inIA


• iB: index of the object inIB


• dx: difference of x coordinate of the object between the two images


• dy: difference of y coordinate of the object between the two images


• dv: difference of intensity value of the object between the two images


• v: speed of the object (the length of the speed vector)


• d: direction of the object (the angle component of the polar coordinates
 of the speed vector)


Expressed in an analytical way this phase is described as:


minx< dx< maxx


miny< dy< maxy


dv< maxv


whereminx, maxx, miny, maxy, maxv are parameters known “a priori”.


3.2.3.2 The following steps


The steps after the first one will operate in the exact same way but will also
 add some more tests in order to make the classification more precise.


First of all comets move with constant speed so the algorithm will take care
 to filter out the objects moving irregularly. The second decision criteria is the
 direction: a comet will move toward the sun with a slight curvature so the
 process needs to detect and filter out “S-shaped” movements.


In an analytical way:


kvAB−vBCk< maxv


kdAB−dBCk< maxd
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3.3 Implementation


The model was implemented in Matlab and the source code is available in the
 Appendix. The biggest challenge during the development was the lack of ad-
 vanced data structures in the framework. In the end a workaround was found
 but the code readability pays the price. Matlab is a great tool to test IF an
 algorithm works and, concerning this, it really did a great job. Of course speed
 is not one of the features of my implementations, but once the algorithm is
 working and tested then another implementation will be possible using another
 programming language.


An interesting note should be done apart from one of the bottlenecks of the
 application: the test of plausible paths. It is, as a matter of fact, a research
 in a 3-dimensional space (dx, dy, dv) and right now it is computed in a very
 straightforward way. This could be made much faster using some smart data-
 structures such as k-d trees which allow a precious performance increase for big
 data-sets.



3.4 Results


The results of the model are to be considered satisfactory. During the develop-
 ment process a small set of test scenarios has been used, both containing and not
 known comets. This was an invaluable help during the parameters estimation
 process and gave very good results with further tests. The first set contains a
 known comet found in 2001 and of which several images are available. Already
 using the first four the algorithm was able to exclusively spot it. The second
 test was performed on a blurry comet of which only three images are available.


Even this time the algorithm succeeded and gave the expected result. The other
test images contained no comets and were especially used to adjust the param-
eters and get as few false positives as possible. The program takes as input four
consecutive images and gives as output the number of candidate comets found
and, for each of them, a picture showing the path performed by the object.
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Figure 3.3: Detection of a comet visible in the bottom of the image. Four images
have been used and the time-lapse between the images is not constant. This is
the first comet ever captured by this algorithm.
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Figure 3.4: Detection of a comet visible in the bottom of the image. Two factors
make this picture interesting. First of all only three images were necessary to
spot the comet and secondly the comet is not point light-source but a blurry
object several pixels wide.
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3.5 Test field


A script has been developed to download all the images from the 2006 archive
 and scan it for comets. The process took about one week and both the script
 and the results are available in the Appendix.


The program showed a good robustness in terms of accuracy but its performance
 makes it unusable when a great number of object is found. This can happen
 mainly for two reasons:


• An explosion on the sun causing a huge and fast corona beam. This will
 make the subtraction process fails and many object will be found. This can
 be solved teaching the algorithm to only look for objects in the proximity
 of the borders.


• A solar particle storm. This natural phenomenon casts a huge amount
 of CMEs (Corona Mass Ejections) flares and energetic particles resulting
 in very ”snowy” images. When this happens a huge number of objects is
 found and produces a big number of false positives. This can be avoided
 putting a limit to the number of objects allowed in a picture. If it gets
 exceeded then the sequence will not be analyzed.


Analyzing the result a big amount of false positives has been detected which
 can most likely be avoided setting the parameters more accurately. Also a
 small number of false negatives has been noticed but this is related to very


“uncommon” comets that moved in an orbit that passed fairly close to the
 earth giving them an apparent irregular speed.


More precisely, in year 2006 45 comets were spotted in the images sent by the
 C2 camera of the LASCO instrument. This is a narrow field angle camera
 (compared to the C3) and allows to spot faint objects. Of these 45 objects, 43
 were identified correctly and 2 were missed. Investigating the reasons of these
 false negatives i have found out that they happened when a comet passes very
 close to a star. The blurring process makes the algorithm believe that only one
 object is present when there are in fact two. Then the star/comet object is
 removed from the database when the algorithm filters out the stars. A solution
 to this problem could be to avoid to delete stars from the database but simply
 to mark them.


Another result of the simulation is that several dozens of comet reports have
been filed by the algorithm. Some of them are clearly false positives, due mainly
to asteroids and random noise. Of the remaining objects i chose a selection of 19
interesting ones and sent reports by email to the organization certifying comets.
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Rewriting the application in Python



4.1 Motivations


The previous implementation of the Model was developed in Matlab. Consid-
 ering the programming workflow


1. Make it work
 2. Make it good
 3. Make it fast


Matlab for sure excels in the first one. It provides a simple way to implement
 an algorithm and to test new ideas. On the other hand there are also some
 drawbacks, the most important of which are:


• price


• code execution speed



(28)16 Rewriting the application in Python


• portability


• expandability


Some products, such as Octave or Scilab, offer a valid solution for the price
 problem, but the code runs even slower than on Matlab. A valid solution is
 Python, an open source scripting language which is currently being used for a
 great variety of applications from companies and organizations such as NASA,
 Google and many more.



4.2 The Scipy Project


Scipy is open-source software for mathematics, science, and engineering. The
 SciPy library depends on NumPy, which provides convenient and fast N-dimensional
 array manipulation. The SciPy library is built to work with NumPy arrays, and
 provides many user-friendly and efficient numerical routines such as routines for
 numerical integration and optimization. Together, they run on all popular op-
 erating systems, are quick to install, and are free of charge.



4.2.1 Numpy


The fundamental library needed for scientific computing with Python is called
 NumPy. This Open Source library contains:


• a powerful N-dimensional array object


• advanced array slicing methods (to select array elements)


• convenient array reshaping methods


and it even contains 3 libraries with numerical routines:


• basic linear algebra functions


• basic Fourier transforms


• sophisticated random number capabilities
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NumPy can be extended with C-code for functions where performance is highly
 time critical. In addition, tools are provided for integrating existing Fortran
 code.



4.2.2 Scipy


SciPy is an Open Source library of scientific tools for Python. It depends on the
 NumPy library, and it gathers a variety of high level science and engineering
 modules together as a single package. SciPy provides modules for:


• statistics


• optimization


• numerical integration


• linear algebra


• Fourier transforms


• signal processing


• image processing


• genetic algorithms


• ODE solvers


• special functions


and more.


SciPy is developed concurrently on both Linux and Windows and it compiles
 and runs successfully on Mac, Solaris, FreeBSD, and most other platforms where
 Python is available.



4.2.3 Matplotlib


Matplotlib is a python 2D plotting library which produces publication quality
figures in a variety of hardcopy formats and interactive environments across
platforms. It can be used in python scripts, the python and ipython shell (ala
matlab or mathematica), web application servers, and six graphical user inter-
face toolkits.
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4.3 How Python solves the problems



4.3.1 Price


Python, Numpy, Scipy, Matplotlib and all the other libraries used are free and
 released as open source



4.3.2 Code Speed Execution


The Weave component of Scipy makes it extremely simple to include C/C++


code directly into Python functions, without the need of creating a whole module
 as it happens with Matlab and .mex files.



4.3.3 Portability


Python and all the used libraries are available for all the popular operating
 systems.



4.3.4 Expandability


Python, being a general purpose scripting language, is provided of a huge
amount of libraries for the most different uses. In this particular project it
was important to download images from the web and this could be done easily
while it was very complicated in the Matlab version.
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Image cleaning


The model consists in analyzing four consecutive images. The first step con-
 sists in cleaning the images which, as in the previous implementation, is done
 subtracting two consecutive images pixel-wise:


pc= max(pi−pi−1,0),∀p∈I


This will provide the clean image Ic. An example of this process is shown in
 Figure 5.1.


This step does not rely on any parameter so no sensitivity analysis is necessary.



5.1 Image blurring


Iccontains a big amount of high frequency noise that will affect the object detec-
 tion. The Fourier transform of the previously shown Ic is shown in Figure 5.2.


To increase the efficiency of the object detection process Ic will be convolved
with a Gaussian distribution giving Ib as a result. In order to avoid to lose
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Figure 5.1: Image subtraction process


Figure 5.2: On the left a sample image and on the right the magnitude of its
Fourier Transform in logarithmic scale (optical Fourier transform)
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Figure 5.3: How the number of maxima change according to σ. Blue dots rep-
 resents the number of pixels belonging to regional maxima. Red dots represent
 the number of objects. The green dots show the difference between the previous
 two parameters.


important information we need the standard deviationσof the Gaussian to be
 less than 1. This will guarantee that objects distant one pixel away from each
 other will still be distinguishable. The choice of the right σ may change from
 image to image but it is important to keep it constant during the analysis of
 the whole four images sequence in order to judge all the pictures with the same
 criteria and get reliable results. For this model a value of 0.7 has been chosen.



5.1.1 Sensitivity Analysis on σ


Figure 5.3 shows how the number of objects found in the image is dependant
from the value ofσ.
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We can be seen from the plot, as σ gets bigger than 0.7 the number of pixels
belonging to regional maxima stays more or less constant while the number of
objects decreases dramatically. This means that single regional maxima tend
to get bigger and bigger and incorporate each other. Since we want to keep a
good granularity and sensitivity over the object, 0.7 proved to be a reasonable
choice forσ.
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Finding Objects



6.1 Finding Local Maxima


Ib is now clean enough and ready to be used to detect objects in it. To achieve
 this a regional maxima search is performed. The regional maxima of a greyscale
 image is defined as a connected set of pixels of constant intensity from which it is
 impossible to reach a point with higher intensity without first descending; that
 is, a connected component of pixels with the same intensity value,t, surrounded
 by pixels that all have a value less than t. This is different from local maxima
 since these can only be one pixel big while regional maxima can be extended as
 shown in Figure 6.1.


Many methods are available to detect regional maxima, the most popular of
 which is probably the one described in [8] which uses mathematical morphology.


For a greyscale imageIo it is defined as:


IRM =Io−Gr(Io−1)


whereGr is the morphological greyscale reconstruction by dilation function.
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(a)


(b)


Figure 6.1: (a) is both a local maximum and a regional maximum, while (b) is
 just a regional maximum because it extends on more than one sampling point


An example of the process is shown in Figure 6.2.



6.1.1 Morphological Reconstruction by Dilation


Reconstruction by dilation is part of a set of morphological image transforma-
 tions referred to as geodesic. It operates on a ”marker” image and a ”mask”


image and the marker image must be less than or equal to the mask image on
 a pixel by pixel basis. It is defined as the dilation of the marker image with
 respect to the mask image iterated until stability.


The greyscale version of the operation was first introduced, formally defined
 and implemented in [8]. The paper also suggests some implementations, the
 fastest of which is used by Matlab in theimregionalmax function available in
 the Image Processing Toolbox.


Other algorithms are available, as, for example, the one proposed in [2]. This
 version is very efficient and it was used in the implementation of this model.


The C code is available from the authors of the paper and released with a licence
that allows to reuse the code. This made the inclusion in the Python code very
simple thanks to the Weave library.
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Figure 6.2: Regional Maxima in the 1D case: on the left the black line indicates
 the original signalI while the red line indicatesI−1. On the right the red line
 indicates the reconstructed signal Gr(I−1) while the blue line indicates the
 binary regional maxima signal obtained fromI−Gr(I−1)



6.2 Distribution of the Regional Maxima


The algorithm now performs a search for regional maxima and the output is
 a binary matrix that contains ones in correspondence of maxima and zeros
 elsewhere.


Since the image still contains some noise it is interesting to see how the max-
 ima are distributed according to their intensities. The computation power and
 memory amount are limited so the model will need to consider this boundary
 and concentrate on maxima that lie above noise-level.


The histogram in Figure 6.3 shows how regional maxima are distributed accord-
 ing to their pixel intensities in a typical image. Unfortunately the position and
 size of the bump changes from image to image so it is not possible to simply set
 an intensity boundary under which not to consider maxima valid for all pictures.


To fix this problem a fit of the histogram curve will be performed and the
 analytical function obtained will be used to calculate a boundary value for every
 single image.



6.2.1 The Fit Function


Figure 6.3 shows that the function should tend to 0 both for x→0 and x→
255 (images are in 8 bits greyscale format) and it should have a bump. This
behaviour can be described by the function:
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Figure 6.3: Distribution of regional maxima depending on their intensity
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F(x) =ae−bx−ae−cx+d


where a, b, c, d are the parameters of the function. Since it is already known
 that the function should tend to 0, thendcan already be considered 0 as well.


The least squares method is going to be used to fit the function. More robust
 criteria were also considered, but the used algorithm gave in all the simulations
 give satisfactory results.


The residuals will in the specific case look like:


ri=mi−F(i)


wheremi is the number of maxima having intensityi.


The parameters will be therefore found as:


arg minX


i


r2i



6.2.2 Finding the Noise Level


Now that a, b, c, d are known (with dbeing 0) an analytical function approxi-
 mating the distribution of regional maxima is available, as shown in Figure 6.3.


At this point a strategy to filter out maxima which are too faint is needed.


Deciding where the noise level precisely lies is not an easy task but for this
 application an exact evaluation is not needed.


The solution adopted is to take note of the maximum ofF and for which value
 iit happens:


im = arg maxF(i)
mm = F(im)
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Maxima below a certain intensityiL need to be ignored to avoid the noise level.


In order to find a properiL the following criterion is used:


F(iL) =mm


α


which means that the maximum ofFwill be divided byαand all maxima whose
 intensity is lower thanF(iL) will be ignored.


The choice ofαis arbitrary but in this model a value of 100 has shown the best
 results.



6.3 Removing False Maxima


Every image captured by the C2 or C3 instrument contains its date and time.


Most of these get removed in the image subtraction process, but data relative to
 the time remains visible and can be mistaken for a regional maxima, misleading
 the model. Figure 6.4 shows an example.


The solution adopted in the Matlab implementation simply ignored all the max-
 ima in the lower left corner of the image. This is an easy and effective solution,
 but it does not allow to capture objects that may lie in between numbers.


To solve this a more sophisticated method has been developed for the Python
 version. This consists in considering all the regional maxima detected in the
 lower left corner ofIb with intensity equal to 255 (since this is the color used to
 write write the numbers on the picture) and for each of them checking if it lies
 on a number of the first image considered in the subtraction process.



6.3.1 Detecting Numbers


The detection of number is performed using a connected component analysis
 on the considered rectangle [3]. An 8-connectivity model is used and a set of
 objects are defined. These can be seen in Figure 6.5. At this point the size of
 each object is checked and, since the smallest object is a ”dot” which is defined
 by 20 pixels, only objects with size greater than 20 are considered to be numbers.


Now a distinction between maxima belonging to a region defined by a number
and stars is available and will be used to filter out bogus maxima.



(41)6.3 Removing False Maxima 29


Figure 6.4: Object detection: many maxima are found in correspondence of the
lower left corner because of the time-stamp
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Figure 6.5: Connected component analysis: each color represents a different
objects. The bottom image shows that the star object between numbers has
been successfully detected and removed
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Computing the Properties of the Objects


Now that the regional maxima has been found and filtered, the position and in-
 tensity of every maxima is retrieved and saved. These were the only information
 used in the Matlab implementation of the model.


In the new model more information are calculated inspired by [1] in order to
 have a bigger amount of boundaries in the path tracing stage which is described
 in the next chapter.


A star will always appear in the image as a sharp circle, but comets can appear
in many different ways. They can be sharp or blurred, they show have a tail
or not, they can look as circles or ellipses. This makes the characterization
of comets in images a difficult task, but these features will, at some extent,
be constant over a sequence of images, so it is possible to actually use these
characteristics to our advantage.
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7.1 Sup-pixel Precision Center of the Object


If we consider a single object owhose coordinates are (io, jo) and a small area
 Ao around the object (in this application over 5x5 pixels), then the center of
 the object can be defined as:


xc =
 P


AoIb(i, j)·i
 P


AoIb(i, j) , yc=
 P


AoIb(i, j)·j
 P


AoIb(i, j)


This definition starts from the consideration that an object cannot be an isolated
 pixel for two reason:


1. the optics of the camera spreads point light source (as stars can be consid-
 ered) over a set of pixels on the CCD sensor with a Gaussian distribution
 2. Ib is in itself the result of the convolution over a Gaussian kernel


This also means that is an object appears as a Gaussian with a too narrow σ,
 then it is most likely a hot-pixel of the CCD sensor.



7.2 Estimated Maximum


The next step of the algorithm is the approximation of the observed intensity
 of the two-dimensional Gaussian profile given by:


G(i, j) =GOe−


[(i−xc)2 +(j−yc)2]


2h2 +b


where GO is the estimated maximum of the object profile and b is the local
 sky background. The parameterhis the ”width” of the typical object and its
 numerical value must be known a priori. In this application a value of 0.8 has
 been adopted and has been found experimentally.


To find GO and b the least squares method will be used so the sums of the
squared residuals will be minimized:
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GO, b= arg minX


AO


(G(i, j)−AO(i, j))2



7.3 Central Intensity


The central intensityI0 can be estimated from the maximum intensityIiojo by
 subtracting the local background intensityBiojo from Iiojo:


I0=Iiojo−Biojo


where:


Biojo =
 P


(i,j)6=(io,jo)wijIij


P


(i,j)6=(io,jo)wij


wij are arbitrary weights. For this application they have been considered a
 constant.



7.4 Sharpness


The new parameter is defined and it is called and describes the ratio between
 the central intensity and the estimated maximum:


S= I0


GO


This practically gives an approximated evaluation of the fit of the Gaussian and,
since this has a constant h, if the Gaussian didn’t fit too good it means that
the chosen hparameter was wrong. S can, in other words, be considered as a
rough description of the sharpness of the object.
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7.5 Elongation


Another way to describe an object can be observing its elongation and the
 direction. It can, in other words, be described as an ellipse with the major
 semi-axis at some angle to thexcoordinate. This can be analyzed computing
 the description of the object by its second moments:


h2x =
 P


AOIij(i−xc)2
 P


AOIij
 h2x =


P


AOIij(j−yc)2
 P


AOIij


hxy =
 P


AOIij(i−xc)2(j−yc)2
 P


AOIij


Now the length of the semi-axes of the objects can be computed as an eigenvalues
 problem. Their length satisfy the equation:



 
 
 


λ−hx hxy
 hxy λ−hy



 
 
 


= 0


Resolving this equation forλgives the sizes of the semi-axes:


λ±= 1
 2
 


(hx+hy)±
 q


(hx+hy)2+ 4h2xy
 


The numerical values of it parameters are different of elongated objects, but
 approximately the same for, for instance, stars. With respect to their character
 theE parameter can be defined as:


E= 2
 q


(hx+hy)2+ 4h2xy
hx+hy
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Tracing the paths


At this point quite a few information for each objects are known:


• position in the image


• intensity in the image


• computed sub-pixel position


• computed intensity


• sharpness


• elongation


The choice of the first or the second two is arbitrary and does not affect the
 model in a sensitive way so, all in all, there are four parameters to start with.



8.1 Object Tracing vs Path Tracing


This is one of the major improvements since the first version of the model. The
two approaches can be summarized as follows:
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Object tracing Every object is checked in order to distinguish it from stars,
 cosmic noise etc. This means that if an object is mistakenly labeled as a
 star in one of the images of the sequence, then the whole path will not
 be recognized. This can cause some false negatives and happens when a
 comet and a star appear as a single object in one of the pictures.


Path tracing All the possible paths are computed and evaluated and no object
 is labelled. Each plausible path, formed by compatible objects, will finally
 be evaluated in order to find out if it is a star or a comet.


The path tracing technique is more demanding in terms of computation power
 and memory usage, but also makes it much easier to follow the path performed
 by one object in the sequence of images. On the other hand the object tracing
 technique only gave as a result the position of the candidate comet in the last
 image and the path had to be reconstructed backwards.



8.2 First level constraints


The first level of constraints rely on position, intensity, shape and elongation.


This means that for each object in one image compatible objects in the following
 image will be searched. The constraint can be expressed as follows:


|xc1−xc2| < dx


|yc1−yc2| < dy


|I1(xc1, yc1)−I2(xc2, yc2)| < di


|S1−S2| < dS


|E1−E2| < dE


which means that the difference between position, intensity, sharpness and elon-
 gation of objects in two consecutive images must be lower that a fixed parameter.


In addition we know that comets always move towards the sun so:


D1> D2


where D represents the distance from the sun. This is easy to calculate since
all the images have the center of the sun located at the center of the image.
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At this stage the speed and direction of the so far plausible object couple are
 computed. They will be called respectivelyV andD.



8.3 Second level constraints


Now speeds and directions will be checked for each couple of images.


|Vi,i+1−Vi+1,i+2|< dV


|Di,i+1−Di+1,i+2|< dD


One of the main reasons of false positive at this point is that the corners of the
 images are very noisy and many false maxima are spotted. This means that
 many paths are spotted of hypothetical objects that move close to the corners
 and approaching the sun with an angle which is very close to 90 degrees. So
 adding another condition will get rid of these paths:


A1,2< dA


where Ais the angle between the direction of the object and the segment that
 joins the object and the sun anddA is considerably less than 90 degrees. It is
 interesting to notice that, in order to save computation power, this condition can
 only be applied once for the hole path (the beginning for instance, as supposed
 in the previous equation) since a condition for the stability of the direction is
 already present.



8.4 Filtering out stars


At this point the plausible paths contain both candidate comets and stars.


Fortunately stars move in a very predictable way so it is easy to filter them out.


Stars slowly move in the images from left to right with a known speed and
direction. This allows to formulate two conditions to detect stars:
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Vmin< Vi< Vmax
 Dmin< Di< Dmax


Once stars are removed from the paths lists only candidate comets are left.
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Results



9.1 Implementation Notes


The whole model was implemented in Python, apart from the regional maxima
 algorithm was in C. A comparison in terms of speed performance between the
 current and the previous implementation in Matlab is very hard to perform
 since they ran on very different hardware. The Matlab implementation was
 developed on a Sun UNIX workstation while the Python one on a Compaq
 Personal Computer equipped with a 1.1 GHz Intel Celeron processor and 750
 Mb of RAM. The CPU power of the Sun workstation is unknown but, since it
 is a shared server, it might be lower than the PC. On the other hand the RAM
 availability was incredibly higher on the UNIX system.


In both cases the algorithm was used to analyze the whole data-set from year
 2006. In the first implementation this process took about one week while in the
 second it took about 36 hours. This cannot unfortunately be used to compare
 the speed of the two implementations or programming languages for the above
 stated reasons.


An important note to point out is that the 750Mb limit of the personal computer
proved to be the main issue during the implementation since most of the speed
optimizations were very demanding from the memory point of view. This took
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to the decision to make the algorithm abort the analysis of an image sequence if
 more than 500 objects were found in the object detection phase. This measure
 has anyway also speed limit reasons since the computation path tracking phase
 is proportional to the square of the number or object to analyse. The main
 consequence of this forced limit is the inability to analyze C3 images since they
 in average contain about 1500 object above noise level.


The above mentioned simulation for the whole data-set of C2 images for year
 2006 was taking advantage of some handy advanced features of Python. These
 include:


• HTTP connection (download the HTML file containing the links for the
 images, and download of the images)


• HTML parsing (to find the links to the images in the HTML file)


• Advanced data structures and Object Oriented programming (in particu-
 lar lists and queues were used)


• log files handling


• email system (to send a message to the author whenever a possible comet
 was spotted)


These features would have been very hard or even impossible to get from Matlab.



9.2 Analysis of the 2006 data-set


The SOHO website kindly makes all the images from year 2006 easily available
 and they setup a web-page containing the links to all the pictures. All in all
 they are 13182 and the model has been launched to analyze all the sequences of
 four consecutive images.


Table 9.3 shows a synthesis of the results of two separate runs of the simulation:


the first for dA = 4π9 and the second for dA = π4. From now on the two
 simulations will be called S1 and S2.


As it can be easily noticed more than one third of sequences were not even taken
 into consideration because of the time lapse between single images being too big.


Is these simulations the maximum allowed time lapse between two consecutive
images was set to one hour.
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Another sequence abortion criterion is the number of objects found for the
 reasons stated in the previous section. More than one sixth of the sequences
 was not completed because one of the images in it contained more than 500
 objects.


In S2, as obvious from the tighter condition, the possible comets found are less
 than in S1. And all of the candidates found are actually comets. On the other
 side some false negatives are also found in S1 while they are shown in S2. Then
 again S2 contains several false positives. This shows that the choice of dA is a
 very delicate one and it can be determinant in the identification of a comet.


Some examples of detected comets can be seen in Figures 9.1-9.4.


Figure 9.1 shows a very bright comet being detected and tracked in a sequence
 of images. This is an easy object to detect since it is extremely well defined from
 the background and it has sharp edges. One interesting observation can be done
 about the second image where a close look can tell that an object appears right
 below the comet making it appear as a tail. The algorithm was able to keep
 track of the comet because of the loose condition on the shape parameter.


Figure 9.2 shows another comet, not as bright as the previous, but still easy to
 detect. This object shows indeed a faint short tail, which is not clearly visible in
 the first image, but is evident in the following ones. It can be noticed that in the
 sequence some object of comparable size and intensity appear. The algorithm
 is able to sort things about thanks to the conditions about speed and direction.


Figure 9.3 shows a very interesting comet. Opposite to the previous examples
 this object appears to be very faint and blurry. Luckily all of the 4 object’s
 intensities were right above the noise level.


Figure 9.4 shows how the algorithm works also when the comet shows a very
 bright tail as in this case.


Figure 9.5 shows what happens when there is no condition about angle between
the direction of the object and the segment that join the object to the sun. It
can be seen the the boundaries of the images are very noisy, probably due to
JPEG compression, and this leads to the identification of many spurious regional
maxima. The big amount of maxima detected increases the probability that a
sequence of compatible objects may appear at the right time in the right spot
of the images.



(54)42 Results


number %


total simulations 13179 100.00


aborted for time lapse 4729 35.88


aborted for number of objects 2011 15.26


possible comets S1 48 0.36


possible comets S2 19 0.14


Table 9.1: Summary of the simulations results for the 2006 data-set



9.3 Possible future developments


The comment about Figure 9.5 paves the way to a more important one. If the
 computation power and memory amount allowed to consider all the detected
 regional maxima, without avoiding the noise level, would this model still be
 valid and efficient or would it crash against the probability of coincidences that


”look” like a proper comet? Of course the answer to this question cannot be
 delivered yet, but a consideration can be done.


There will clearly be some problems since it can be easily predicted that coinci-
 dences like the one shown in Figure 9.5 would appear very frequently. Possible
 solutions to this problem would be to tighten the current conditions and, more
 importantly, finding and defining more criteria to characterise the objects in
 order to increase the number of conditions.


Another future improvement might be to automatically calculate the orbit of
 every single found comet in order to be able to look if some pattern can be
 found. This is very interesting especially from the astronomical point of view,
 so important that actually it is already being done with all the SOHO comets
 that are being found. This led to the definition of comet groups, where Kreuz
 is the most common one.


Possible further developments in order to increase execution speed and optimize
memory management are also of course possible.



(55)9.3 Possible future developments 43


Figure 9.1: A very bright comet as it enters the field of view of the camera.


Figure 9.2: A bright comet as it enters the field of view of the camera.
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Figure 9.3: A blurry faint comet as it enters the field of view of the camera.


Figure 9.4: A bright tailed comet as it enters the field of view of the camera.


Figure 9.5: A false positive object.
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Conclusion


The results of this project proved that image analysis can be a useful and some-
 times invaluably precious tool to find a solution to problem otherwise solved
 with hours of work.


The model proved to be efficient, fast and precise in the analysed cases and,
 even if not yet perfect, it’s capability to run unattended makes it ready to be
 used to aid astronomers to detect and track comets in the images provided by
 the instruments of the SOHO satellite.


Many mathematical tools were used to achieve the result: mathematical mor-
 phology ([5], [6], [7]), connected component analysis, optimization and data
 fitting. These were glued together in the Python inplementation which proved
 to be a mature and versatile tool for scientific computing.


The aim mentioned in the introduction seems to be reached and a small grain
of sand can be added to the pile.
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Source Code


from numpy import ∗


from s c i p y import ndimage


from s c i p y . o p t i m i z e import l e a s t s q , fminbound , a n n e a l
 from s c i p y . o p t i m i z e . minpack import f s o l v e


from s c i p y . weave import i n l i n e
 from s c i p y . weave import c o n v e r t e r s
 import Image


import p y l a b
 import l o g g i n g
 import r e
 import u r l l i b
 import s y s
 import t i m e
 import o s


from HTMLParser import HTMLParser
 import s m t p l i b


from e m a i l . mime . image import MIMEImage


from e m a i l . mime . m u l t i p a r t import MIMEMultipart
 def g r e y r e c o n s t r u c t ( s t a r t , mask , f p ) :


” ” ” R e t u r n s t h e g r e y s c a l e r e c o n s t r u c t i o n by d i l a t i o n
 o f s t a r t w i t h f o o t p r i n t f p ” ” ”


d i l a t e d = s t a r t # i n i t i a l s t e p
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while True : # c h a n g e s i n c e l a s t i t e r a t i o n ?


n e w d i l a t e d = ndimage . g r e y d i l a t i o n ( d i l a t e d ,
 f o o t p r i n t=f p )


i n d i c e s = where ( n e w d i l a t e d > mask )
 n e w d i l a t e d [ i n d i c e s ] = mask [ i n d i c e s ]
 i f a l l t r u e ( n e w d i l a t e d == d i l a t e d ) :


break
 e l s e:


d i l a t e d = n e w d i l a t e d
 return n e w d i l a t e d


def f a s t g r e y r e c o n s t r u c t ( s t a r t , mask ) :
 marker = s t a r t


h e i g h t , width = s t a r t . s h a p e
 c o d e = ” ” ”


i n t i x , i y , ox , oy , o f f s e t ;
 i n t currentQ , c u r r e n t P ;
 i n t pixPerImg=width∗h e i g h t ;
 i n t v a l 1 , v a l 2 , maxVal =0;


i n t ∗i s t a r t ,∗i r e v ,∗i f w d ;


f o r ( o f f s e t = pixPerImg−1; o f f s e t >= 0 ; o f f s e t−−)
 i f ( marker [ o f f s e t ] > maxVal )


maxVal = marker [ o f f s e t ] ;


i s t a r t = ( i n t∗) m a l l o c ( ( maxVal+pixPerImg∗2 )∗s i z e o f ( i n t ) )


;


i r e v = i s t a r t +maxVal ;
 i f w d = i r e v+pixPerImg ;


f o r ( o f f s e t = −maxVal ; o f f s e t < 0 ; o f f s e t ++)
 i r e v [ o f f s e t ] = o f f s e t ;


f o r ( o f f s e t = pixPerImg−1; o f f s e t >= 0 ; o f f s e t−−) {
 i f ( marker [ o f f s e t ] > 0 ) {


v a l 1 = −marker [ o f f s e t ] ;
 i r e v [ o f f s e t ] = v a l 1 ;


i f w d [ o f f s e t ] = i r e v [ v a l 1 ] ;
 i r e v [ v a l 1 ] = o f f s e t ;


i f ( i f w d [ o f f s e t ] >= 0 )


i r e v [ i f w d [ o f f s e t ] ] = o f f s e t ;
 }


}


f o r ( c u r r e n t Q = −maxVal ; c u r r e n t Q < 0 ; c u r r e n t Q++) {
 c u r r e n t P = i r e v [ c u r r e n t Q ] ;


w h i l e ( c u r r e n t P >= 0 ) {


i r e v [ c u r r e n t Q ] = i f w d [ c u r r e n t P ] ;
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i r e v [ c u r r e n t P ] = c u r r e n t Q ;
 i x = c u r r e n t P%width ;


i y = c u r r e n t P / width ;


f o r ( oy = i y−1; oy <= i y +1; oy++) {
 f o r ( ox = i x−1; ox <= i x +1; ox++) {


i f ( ox >= 0 && oy >= 0 && ox < width && oy <


h e i g h t ) {


o f f s e t = ox+oy∗width ;
 v a l 1 = marker [ o f f s e t ] ;


v a l 2 = marker [ c u r r e n t P ]<mask [ o f f s e t ] ? marker [
 c u r r e n t P ] : mask [ o f f s e t ] ;


i f ( v a l 1 < v a l 2 ) {
 i f ( v a l 1 != 0 ) {


i f w d [ i r e v [ o f f s e t ] ] = i f w d [ o f f s e t ] ;
 i f ( i f w d [ o f f s e t ] >= 0 )


i r e v [ i f w d [ o f f s e t ] ] = i r e v [ o f f s e t ] ;
 }


marker [ o f f s e t ] = v a l 2 ;
 i r e v [ o f f s e t ] = −v a l 2 ;


i f w d [ o f f s e t ] = i r e v [−v a l 2 ] ;
 i r e v [−v a l 2 ] = o f f s e t ;


i f ( i f w d [ o f f s e t ] >= 0 )


i r e v [ i f w d [ o f f s e t ] ] = o f f s e t ;
 }


}
 }
 }


c u r r e n t P = i r e v [ c u r r e n t Q ] ;
 }


}


f r e e ( i s t a r t ) ;


r e t u r n v a l = marker ;


” ” ”


i n l i n e ( code , [ ’ marker ’ , ’ mask ’ , ’ h e i g h t ’ , ’ width ’
 ] , v e r b o s e =1)


return marker
 def c a r t 2 p o l ( x , y ) :


r = s q r t ( x∗∗2+y∗ ∗2 )
 p h i = a r c c o s ( x/ r )
 i f y < 0 :


p h i = 2∗p i−p h i
return phi , r
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def a n g l e d i f f ( a1 , a2 ) :
 b = a2−a1


i f b <= −p i :
 b = b+2∗p i
 e l i f b > p i :


b = b−2∗p i
 return b


def r e s i d u a l s ( p , y , x ) :
 a , b , c = p


e r r = y−(−a∗exp(−b∗x )+a∗exp(−c∗x ) )
 return e r r


def f u n c e v a l ( x , p ) :
 a , b , c , d = p


f = −(−a∗exp(−b∗x )+a∗exp(−c∗x )−d )
 return f


def l o a d i m a g e ( name ) :


tmp = a r r a y ( Image . open ( name ) . g e t d a t a ( ) )
 tmp = tmp . r e s h a p e ( 1 0 2 4 , 1 0 2 4 )


#tmp = tmp [ : , :−1 0 0 ]
 return tmp


def f i n d m a x i m a ( im ) :


#reg maxima = im − g r e y r e c o n s t r u c t ( im−1, im , o n e s
 ( [ 3 , 3 ] ) )


g r = f a s t g r e y r e c o n s t r u c t ( im−1 , im )
 reg maxima = im − g r


return reg maxima


def d e t e c t o b j e c t s ( o r i g 2 , b l u r r e d , r a t i o ) :


maxima = f i n d m a x i m a ( b l u r r e d ) # f i n d r e g i o n a l maxima
 maxima sum = maxima . sum ( ) # t o o u t p u t


img = b l u r r e d [ where ( maxima>0) ]
 x = a r a n g e ( 2 5 6 . )


( n , b i n s ) = h i s t o g r a m ( img , x ) # d i v i d e t h e r e g i o n a l
maxime i n b i n s a c c o r d i n g t o t h e i r i n t e n s i t y
p0 = [ 1 0 0 0 0 . , 0 . 5 , 0 . 5 ] # s t a r t i n g p o i n t
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p , tmp = l e a s t s q ( r e s i d u a l s , p0 , a r g s =(n , x ) , maxfev


=2000) # f i n d t h e c u r v e t h a t f i t s t h e d i s t r i b u t i o n


#p , tmp = l e a s t s q ( lambda p : r e s i d u a l s ( p , n , x ) , p0 ,
 maxfev =2000) # f i n d t h e c u r v e t h a t f i t s t h e


d i s t r i b u t i o n


#p r i n t p


new p = c o n c a t e n a t e ( ( p , [ 0 . ] ) )


#p r i n t new p


x max = fminbound ( f u n c e v a l , 0 , 2 5 5 , a r g s =(new p , ) ) #
 f i n d t h e X f o r t h e max


#x max = fminbound ( lambda x : f u n c e v a l ( x , new p ) , 0 ,
 2 5 5 ) # f i n d t h e X f o r t h e max


y max = −f u n c e v a l ( x max , new p ) # e v a l u a t e t h e max


#y =−p [ 0 ]∗e x p (−p [ 1 ]∗x )+p [ 0 ]∗e x p (−p [ 2 ]∗x )
 new p = c o n c a t e n a t e ( ( p , [ y max∗r a t i o ] ) )


x s t o p = f s o l v e ( f u n c e v a l , a r r a y ( [ x max∗2 ] ) , ( new p , )
 )


#p r i n t ”X s t o p c o o r d i n a t e : ” , x s t o p
 f i n a l m a x i m a = maxima


f i n a l m a x i m a [ where ( b l u r r e d<x s t o p ) ] = 0


# remove maxima on numbers


#−−−−−−−−−−−−−−−−−−−−−−−−


# make a l i s t o f maxima i n t h e b o t t o m l e f t r e c t a n g l e
 bl maxima = f i n a l m a x i m a [ 9 8 0 : 1 0 2 3 , 0 : 3 9 9 ] # c u t t h e


i n t e r e s t i n g p a r t o f t h e maxima m a t r i x


b l i m g = o r i g 2 [ 9 8 0 : 1 0 2 3 , 0 : 3 9 9 ] # do t h e same f o r t h e
 o r i g i n a l image


b l i m g [ b l i m g<255] = 0 # o n l y i n t e r e s t e d i n t h e d a t e
 b l i m g [ b l i m g ==255] = 1 # d a t e i s i n p u r e w h i t e
 b l l , b l n = ndimage . l a b e l ( b l i m g ) # l a b e l s
 i f b l n > 0 :


b l o b j e c t s = ndimage . f i n d o b j e c t s ( b l l ) #
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o b j e c t s r e l a t e d t o l a b e l s


b l o b j a r r a y = a r r a y ( b l o b j e c t s ) # t o a r r a y
 s i z e s = ndimage . sum ( b l i m g , l a b e l s=b l l , i n d e x=


r a n g e ( 1 , b l n +1) ) #s i z e s o f t h e o b j e c t s
 s i z e s = a r r a y ( s i z e s ) # t o a r r a y


b l o b j i n d i c e s = where ( s i z e s >21) # minimum s i z e =
 20 p i x e l s


f o r i in b l o b j i n d i c e s [ 0 ] : # i f s i z e i s l e s s
 t h a n t h a t . . .


# b l l [ b l o b j e c t s [ i ] ] = 0 # l a b e l o f t h a t
 o b j = 0


bl maxima [ b l o b j e c t s [ i ] ] = 0


#b l m a xi ma [ b l l ] = 0


f i n a l m a x i m a [ 9 8 0 : 1 0 2 3 , 0 : 3 9 9 ] = bl maxima
 l , n = ndimage . l a b e l ( f i n a l m a x i m a , s t r u c t u r e=o n e s


( [ 3 , 3 ] ) )


o b j e c t s = ndimage . f i n d o b j e c t s ( l )


o b j e c t s s i z e = ndimage . sum ( f i n a l m a x i m a , l a b e l s=l ,
 i n d e x=r a n g e ( 1 , n+1) )


f i n a l m a x i m a [ l [ o b j e c t s s i z e >1 ] ] = 0


l , n = ndimage . l a b e l ( f i n a l m a x i m a , s t r u c t u r e=o n e s
 ( [ 3 , 3 ] ) )


o b j e c t s = ndimage . f i n d o b j e c t s ( l )


o b j e c t s l i s t = ndimage . c e n t e r o f m a s s ( f i n a l m a x i m a ,
 l a b e l s=l , i n d e x=r a n g e ( 1 , n+1) )


o b j e c t s = a r r a y ( o b j e c t s l i s t )
 o b j y = o b j e c t s [ : , 0 ]


o b j x = o b j e c t s [ : , 1 ]
 o b j v = [ ]


f o r i in o b j e c t s l i s t :


o b j v . append ( b l u r r e d [ i [ 0 ] , i [ 1 ] ] )
o b j v = a r r a y ( o b j v )
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