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Abstract. We present the on-the-ﬂy model checker
 OFMC, a tool that combines two ideas for analyzing secu-
 rity protocols based on lazy, demand-driven search. The
 ﬁrst is the use of lazy data types as a simple way of build-
 ing eﬃcient on-the-ﬂy model checkers for protocols with
 very large, or even inﬁnite, state spaces. The second is
 the integration of symbolic techniques and optimizations
 for modeling a lazy Dolev–Yao intruder whose actions
 are generated in a demand-driven way. We present both
 techniques, along with optimizations and proofs of cor-
 rectness and completeness.


Our tool is state of the art in terms of both coverage
 and performance. For example, it ﬁnds all known attacks
 and discovers a new one in a test suite of 38 protocols
 from the Clark/Jacob library in a few seconds of CPU
 time for the entire suite. We also give examples demon-
 strating how our tool scales to, and ﬁnds errors in, large
 industrial-strength protocols.


Keywords: Security protocols – Veriﬁcation – Model
 checking – Formal methods – Constraints


1 Introduction


Model checking, in its broadest sense, concerns develop-
 ing eﬃcient algorithms to automatically analyze proper-
 ties of systems modeled as transition systems. A wide var-
 iety of model-checking approaches have been developed
 for analyzing security protocols, e.g., [1, 12, 28, 40, 42,
 47, 48]. The key challenge they face is that the general
 security problem is undecidable [29], and even semial-
 gorithms, focused on falsiﬁcation, must come to terms
 with the enormous branching factor in the search space
 resulting from using the standard Dolev–Yao intruder
 model, where the intruder can say inﬁnitely many diﬀer-
 ent things at any time point.


In this paper, we show how to combine and extend
 diﬀerent methods to build a highly eﬀective security pro-
 tocol model checker. Our starting point is the approach
 of [7, 8] of usinglazy data types to model the inﬁnite state
 space associated with a protocol. A lazy data type is one
 where data constructors (e.g.,cons for building lists or
 node for building trees) build data without evaluating
 their arguments; this allows one to represent and compute
 with inﬁnite data (e.g., streams or inﬁnite trees), gener-
 ating arbitrary preﬁxes of the data on demand. In [7, 8],
 lazy data types are used to build, and compute with,
 models of security protocols: a protocol and a description
 of the powers of an intruder are formalized as an inﬁnite
 tree. Lazy evaluation is used to decouple the model from
 search and heuristics, building the inﬁnite tree on the ﬂy,
 in a demand-driven fashion.


This approach is conceptually and practically attrac-
 tive as it cleanly separates model construction, search,
 and search reduction techniques. Unfortunately, it does
 not address the problem of the proliﬁc Dolev–Yao in-
 truder and hence scales poorly. We show how to incor-
 porate the use of symbolic techniques to substantially
 reduce this problem. We formalize a technique that sig-
 niﬁcantly reduces the search space without excluding
 any attacks. This technique, which we call the lazy in-
 truder, represents terms symbolically to avoid explicitly
 enumerating the possible messages the Dolev–Yao in-
 truder can generate. This is achieved by representing
 intruder messages using terms with variables, and stor-
 ing and manipulating constraints about what terms must
 be generated and which terms may be used to generate
 them.


The lazy intruder is a general, technology-independent
technique that can be eﬀectively incorporated in diﬀer-
ent approaches to protocol analysis. Here we combine it
with the lazy inﬁnite-state approach to build a tool that
scales well and has state-of-the-art coverage and perform-



(2)ance. In doing so, we see our contributions as follows.


First, we extend previous approaches, e.g., [1, 11, 12, 19,
 25, 30, 31, 40], to symbolically representing the intruder
 and thereby extend the applicability of the lazy intruder
 technique to a larger class of protocols and properties.


Second, despite the extensions, we simplify the technique,
 leading to a simpler proof of its correctness and com-
 pleteness. Third, the lazy intruder introduces the need for
 constraint reduction, and this introduces its own search
 space. We formalize the integration of the technique into
 the search procedure induced by the rewriting approach
 of our underlying protocol model (this model provides
 an inﬁnite-state transition system). Fourth, we also de-
 scribe how to eﬃciently implement the lazy intruder, i.e.,
 how to organize state exploration and constraint reduc-
 tion. Finally, we present new ideas for organizing and
 controlling search based on searching diﬀerent protocol
 scenarios, corresponding to diﬀerent “sessions” where dif-
 ferent agents assume diﬀerent roles in the interleaved
 protocol executions. Our contribution here is to show
 how a technique that we callsymbolic session generation
 can be used to exploit the symbolic representation of the
 lazy intruder and thereby avoid enumerating all possible
 session instances associated with a bounded number of
 sessions.


The result is OFMC, an on-the-ﬂy model checker for
 security protocol analysis. We have carried out a large
 number of experiments to validate our approach. For ex-
 ample, the OFMC tool ﬁnds all known attacks, and dis-
 covers a new one (on the Yahalom protocol), in a test
 suite of 38 protocols from the Clark/Jacob library [21]


in a few seconds of CPU time for the entire suite. More-
 over, we have successfully applied OFMC to a number
 of large-scale protocols including (subprotocols of) IKE,
 SET, and various other industrial protocols currently be-
 ing standardized by the Internet Engineering Task Force
 (IETF). As an example of an industrial-scale problem,
 we describe in this paper our analysis of the H.530 pro-
 tocol [32], a protocol developed by Siemens and pro-
 posed as an Internet standard for multimedia communi-
 cations. We have modeled the protocol in its full complex-
 ity and have detected a replay attack in 1.6 seconds. The
 weakness is serious enough that Siemens has revised the
 protocol [33].


Organization


The remainder of this paper is organized as follows. In
 Sect. 2 we give the formal model that we use for protocol
 analysis. In Sect. 3 we brieﬂy review the lazy protocol an-
 alysis approach. In Sect. 4 we formalize the lazy intruder
 and constraint reduction. We discuss the organization of
 state exploration and constraint reduction in Sect. 5 and
 present symbolic sessions in Sect. 6. We present experi-
 mental results in Sect. 7 and discuss related and future
 work in Sect. 8. The appendix contains the proofs of the
 theorems and lemmata given in the body of the paper.


2 Protocol speciﬁcation languages and model
 The formal model we use for protocol analysis is based
 on two speciﬁcation languages: a high-level language
 (HLPSL) and a low-level language (IF). These languages
 have been developed in the context of the AVISPA
 project [5].


2.1 The High-Level Protocol Speciﬁcation Language
 TheHigh-Level Protocol Speciﬁcation Language HLPSL
 allows users to specify protocols in an Alice&Bob-style
 notation. As most of the ideas behind the HLPSL are
 standard, e.g., [26, 34], we explain its main features using
 an example. Figure 1 shows the HLPSL speciﬁcation of
 the Yahalom protocol, which aims at distributing a ses-
 sion key KABto two agents playing in rolesA and B; to
 do this, it uses a trusted server playing in roleS. The ﬁg-
 ure also contains the trace of a new attack that our tool
 OFMC has found, which we discuss in Sect. 7.2.


The core of the speciﬁcation is the list of messages ex-
 changed between the agents acting in the protocol roles.


In the ASCII syntax of HLPSL, we denote the encryption
 of a messageMwith a symmetric keyKby writing{|M|}K
 (and we write{M}Kfor the encryption of a messageMwith
 an asymmetric keyK). HLPSL also allows one to specify
 information that is often left implicit (or that is explained
 informally) in protocol declarations. In the identiﬁers sec-
 tion, for instance, we declare the types of the identiﬁers
 used, which determines their properties. In the example,
 we declare a functionk(representing a key table), the new
 symmetric keyKAB, and noncesNAandNBthat are gen-
 erated during protocol execution. Although not displayed
 in this example, HLPSL also supports asymmetric en-
 cryption, cryptographic hash functions, nonatomic keys,
 and exponentiation.


In the knowledge section, one speciﬁes which atomic
 messages an agent playing in a role of the protocol must
 initially have in order to execute the protocol in that role.


For instance, an agent playing in role A must initially
 know the names of the agents playing in rolesB and S,
 as well as the key k(A,S) he shares withS. All atomic
 messages that are not part of this initial knowledge, e.g.,
 the noncesNAandNBin the Yahalom example, arefresh,
 i.e., they are created during the protocol execution by the
 agent that ﬁrst uses them.


So far, the protocol description is generic, i.e., it spec-
iﬁes how an agent playing in a role of the protocol should
behave. Every honest agent is a process that can partici-
pate in an unbounded number of parallelsessions(orses-
sion instances), i.e., executions of the protocol, playing in
any of the roles. To constrain search, we can bound this
inﬁnite set of possible protocol instantiations by specify-
ingscenarios, which are ﬁnite sets of sessions, i.e., instan-
tiations of roles with agent names, where session numbers
(IDs) are used to distinguish parallel sessions between the
same agents.



(3)Fig. 1.An HLPSL speciﬁcation of the Yahalom protocol and OFMC’s output


For instance, theSession_instancessection of the
 Yahalom example speciﬁes two sessions: one where the
 agents nameda,b, andsexecute the protocol playing in
 roles A, B, andS, respectively, and one where the three
 roles are played by i, b, and s, where i is the HLPSL
 keyword for the intruder. Note that the intruder can not
 only pose as any other agent, but he can also participate
 in a session as a normal agent under his real name. As
 we will see in Sect. 7.2, the particular scenario given in
 Fig. 1 is the one that gives rise to the new type-ﬂaw at-
 tack on the Yahalom protocol found by OFMC. Note that
 the speciﬁcation of such scenarios by the user is gener-
 ally not desirable and, as we will show in Sect. 6, symbolic
 session generation exploits the symbolic representation of
 the lazy intruder to avoid enumerating session instances.


Finally, we specify the initial knowledge of the in-
 truder and the security goal(s) that should be achieved
 by the protocol, which determines what constitutes an
 attack. Currently, HLPSL supports diﬀerent forms ofau-
 thenticationandsecrecygoals. Secrecy of an atomic mes-


sage, e.g., the nonce NA or NBin the Yahalom protocol,
 means that the intruder should not get hold of that mes-
 sage (unless he is explicitly allowed to do so). Authentica-
 tion is more complex:B authenticates A on Mmeans
 that if an agentbplaying in roleBhas executed his part
 of a session, then the agent he believes to play in roleA
 has really sent to him the value that he has accepted for
 M, and this value is not replayed, i.e.,bhas never accepted
 the same value before.


A translator called HLPSL2IF (which has also been
developed in the context of the AVISPA project) auto-
matically translates a high-level HLPSL speciﬁcation into
a low-level Intermediate Format IF based on ﬁrst-order
set rewriting. The IF is a simple, but expressive, formal-
ism that is well-suited for the automated analysis of se-
curity protocols. OFMC takes IF speciﬁcations as input,
and we hence base our presentation on IF for concrete-
ness, but the approach and methods we present in this
paper can be applied to other kinds of protocol models
like strand spaces or process calculi [37, 47, 49].



(4)2.2 The syntax of the Intermediate Format


Deﬁnition 1. Let C and V be disjoint countable sets
 of constants(denoted by lowercase letters) and variables
 (denoted by uppercase letters). Thesyntaxof the IF is de-
 ﬁned by the following context-free grammar:


ProtocolDescr::= (State,Rule∗,AttackRule∗)
 Rule::=LHS⇒RHS


AttackRule::=LHS


LHS::=State NegFact Condition
 RHS::=State


State::=PosFact(.PosFact)∗
 NegFact::= (.not(PosFact))∗
 PosFact::=state(Msg)|msg(Msg)|


i_knows(Msg)|secret(Msg,Msg)
 Condition::= ( ∧∧∧ Msg = Msg )∗


Msg::=AtomicMsg|ComposedMsg
 ComposedMsg::=Msg,Msg | {Msg}Msg|


{|Msg|}Msg|Msg(Msg)|Msg−1
 AtomicMsg::=C | V |N|fresh(C,N)


We write L(n) for the context-free language associated
 with the nonterminaln. We writevars(t)to denote the set
 of variables occurring in a (message, fact, or state)term
 t, and whenvars(t) =∅, we say thattisgroundand write
 ground(t). We straightforwardly extend the functionsvars
 andgroundto the more complex terms and structures de-
 ﬁned below.


Notation 1. We denote IF constants with lowercase
 sans-serif, IF variables withuppercase sans-serif, metavari-
 ables (i.e., variables ranging over message terms) with
 lowercase italics, and sets withuppercase italics. 


Anatomic message is a constant, a variable, a nat-
 ural number, or a fresh constant. The fresh constants
 are used to model the creation of random data, e.g.,
 nonces, during a protocol session. We model each fresh
 data item by a unique termfresh(c,n), wherecis an iden-
 tiﬁer in the HLPSL speciﬁcation and the numbern de-
 notes the particular protocol session that c is intended
 for. For instance, returning to the example in Fig. 1, the
 constant sess2 in the fresh terms fresh(idNB,sess2) and
 fresh(idKAB,sess2) indicates that the honest agents who
 created them are those declared in the second session in-
 stance (cf. also Sect. 7.2).


Messages in the IF are atomic messages or are com-
 posed usingpairing m1,m2, or thecryptographic oper-
 ators {m2}m1 and {|m2|}m1 (for asymmetric and sym-
 metric encryption of m2 with m1), or f(m) (for ap-
 plication of the function f to the message m, repre-
 senting a hash function or key table), or m−1 (the


asymmetric inverse of m).1 Note that by default the
 IF is untyped (and the complexity of messages is not
 bounded), but it can also be generated in a typed vari-
 ant. The typed variant leads to smaller search spaces at
 the cost of abstracting away possible type-ﬂaw attacks on
 protocols.


Note also that we follow the standard perfect cryp-
 tography assumption that the only way to decrypt an
 encrypted message is to have the appropriate key. More-
 over, like most other approaches, we employ thefree al-
 gebra assumptionand assume that syntactically diﬀerent
 terms represent diﬀerent messages, facts, or states. In
 other words, we do not assume that algebraic equations
 hold on terms, e.g., that pairing is associative.2 OFMC
 provides preliminary support for algebraic properties of
 operators like exponentiation, used for instance to model
 Diﬃe–Hellman key-exchange. Principled techniques exist
 for incorporating equational operator speciﬁcations into
 search, e.g., [13, 16, 17, 24, 41]; the description of the inte-
 gration of such techniques is, however, outside the scope
 of this paper.


Note too that, unlike other models, e.g., [27, 40], we
 are not bound to a ﬁxed public-key infrastructure where
 every agent initially has a key pair and knows the public
 key of every other agent. Rather, we can specify proto-
 cols where keys are generated, distributed, and revoked.


Moreover, function application provides us with a simple
 and powerful mechanism to model, for instance, crypto-
 graphic hash functions and key tables.


To illustrate how this mechanism works, let f and
 k range over constants (of type function in the typed
 model). As we will see shortly, under the Dolev–Yao
 model of the intruder that we deﬁne, when the intruder
 knows the constantf, then he can build the hash value
 f(m) for any messagemhe knows. However, just knowing
 f(m) is not enough to recoverm. A similar remark applies
 for a key tablekof public keys, where every agentauses
 k(a) as a public key (so knowingk means knowing the
 public key of every known agent) andk(a)−1as a private
 key; this private key is a message initially known by the
 corresponding agenta, but no other agent can construct
 this term.


Observe that there is no syntactic restriction for the
 message terms that can be used as the ﬁrst argument of


1 Some approaches, e.g., [43], denote byk−1the inverse of a sym-
 metric keyk, withk−1=k. We cannot do this since in our model
 messages are untyped and hence the inverse key cannot be deter-
 mined from the (type of the) key. In our model, every message has
 an asymmetric inverse. As we will deﬁne (cf. Deﬁnition 3), the in-
 truder (as well as the honest agents) can compose a message from
 its submessages but cannot generatem−1fromm. The only ways
 to obtain the inverse of a key are to know it initially, to receive
 it in a message, or when it is the private key of a self-generated
 asymmetric key pair.


2 In our model, (m−1)−1=mis respected while the free algebra
assumption is preserved: as no agent, not even the intruder, can
generatem−1fromm, we ensure that (m−1)−1 is never produced
by having two rules for the analysis of asymmetric encryptions, one
for public keys and one for private ones.



(5)the·(·) operator. Thus, function terms are not treated dif-
 ferently from other message terms and can, for instance,
 be transmitted as parts of messages.


The IF contains both positive and negative facts.


A (positive) fact represents either the local state of an
 honest agent, a message in transit through the net-
 work (i.e., one sent but not yet received), a message
 known by the intruder, or a secret message, where
 secret(m,a) means that m is a secret and that agent a
 is allowed to know it. Negative facts allow for the mod-
 eling of a wider range of protocols than with languages
 based on standard rewrite rules that manipulate only
 positive facts. For instance, negative facts allow us to
 express goals that explicitly require negation, e.g., to
 state that the intruder does not ﬁnd out some secret.


As a concrete example, to formalize the violation of
 the secrecy of a message, we could specify the attack-
 rule secret(M,A).i_knows(M).not(secret(M,i)), which ex-
 presses that the intruderiknows some messageMthat is
 a secret that some agentAis allowed to know but not the
 intruder. (Attack-rules are formally deﬁned below.)


Astateis a ﬁnite set of positive (ground) facts, which
 we denote as a sequence of positive facts separated by
 dots. Note that in our approach we employ set rewriting
 instead of multiset rewriting, which is adopted, for in-
 stance, in [19, 20, 26]. Note also that the sets of positive
 facts and composed messages (i.e., the context-free lan-
 guagesL(PosFact) andL(ComposedMsg)) can be easily
 extended without aﬀecting the theoretical results that we
 present below.


To illustrate the beneﬁts of adding negative facts (as
 well as other fact symbols such as set membership), con-
 sider the Needham–Schroeder public-key protocol with
 a key server [21]. In a realistic model of this protocol,
 an agent should (i) maintain a database of known pub-
 lic keys, which is shared over all protocol executions that
 he participates in, and (ii) ask the key server for the pub-
 lic key of another agent only if this key is not contained
 in his database. This situation can be directly modeled
 using negation and an additional fact symbolknows_pk.


Before we explain the remaining parts of the gram-
 mar, let us deﬁne some standard notions (see, e.g., [6])
 and their extensions.


Deﬁnition 2. Asubstitutionσis a mapping fromV to
 L(Msg). The domainofσ, denoted bydom(σ), is the set
 of variables V ⊆ V such that σ(v)=v iﬀ v∈V. As we
 only consider substitutions with ﬁnite domains, we repre-
 sent a substitutionσwithdom(σ) ={v1, . . . , vn}by[v1 →
 σ(v1), . . . , vn →σ(vn)]. The identity substitution id is
 the substitution withdom(id) =∅. We say that a substitu-
 tionσisground, and writeground(σ), ifσ(v)is a ground
 term for allv∈dom(σ). We extendσto a homomorphism
 on message terms, facts, and states in the standard way,
 and we also writetσforσ(t).


We say that two substitutionsσ1andσ2are compati-
 ble, writtenσ1≈σ2, ifvσ1=vσ2for everyv∈dom(σ1)∩


dom(σ2). The composition of σ1 and σ2 is denoted by
 σ1σ2. Note thatσ1σ2=σ2σ1for compatible ground substi-
 tutions. For two sets of ground substitutions Σ1 andΣ2,
 we deﬁne their intersection modulo the diﬀerent domains
 as


Σ1  Σ2={σ1σ2|σ1∈Σ1 ∧ σ2∈Σ2 ∧ σ1≈σ2}.
 Since the composition of compatible ground substitutions
 is associative and commutative, so is theoperator.


Two terms unify when there exists a substitution,
 called their uniﬁer, under which they are equal.Matching
 is the special case where one of the terms is ground. Since
 we are working under the free algebra assumption, two
 uniﬁable terms always have amost general uniﬁer(mgu).


Finally, forφa propositional combination of equalities
 and forσa substitution for the free variables ofφ, we de-
 ﬁne the relationσ|=φto represent thatφis satisﬁed byσ
 in the structure given by the freely generated term algebra
 (in our case with the carrier setL(Msg)).


A condition is a conjunction of inequalities of mes-
 sages. Rules describe state transitions. The left-hand side
 (LHS) of a Rule consists of a set of positive facts P,
 a set of negative facts N, and a conditionCond, where
 vars(P)⊇vars(N)∪vars(Cond). As we will formally de-
 ﬁne below (Deﬁnition 4), a rule is applicable to a state if
 (i) the positive facts are contained in the state for some
 substitution σ of the rule’s variables, (ii) the negative
 facts under σare not contained, and (iii) the condition
 Cond is satisﬁed underσ. The right-hand side (RHS) of
 a rule LHS⇒RHS is just a set of positive facts, where we
 require that vars(LHS)⊇vars(RHS). We will deﬁne the
 successors of a stateSas the states generated by replac-
 ing inSthe facts that match the positive facts of the LHS
 of some applicable rule with the RHS of that rule.


In this paper, we consider only IF rules of the form
 msg(m1).state(m2).P1.N1∧∧∧Cond


⇒state(m3).msg(m4).P2, (1)
 where N1 is a set of negative facts that do not con-
 taini_knowsormsgfacts,P1and P2 are sets of positive
 facts that do not contain state or msg facts, andCond
 is a condition, i.e., a conjunction of inequalities of mes-
 sages. Moreover, we require that ifi_knows(m)∈P1, then
 i_knows(m)∈P2; this ensures that the intruder know-
 ledge is monotonic, i.e., that the intruder never forgets
 messages during transitions.


More speciﬁcally, every rule describes a transition of
an honest agent since astatefact appears in both the LHS
and the RHS of the rule. Also, in both sides we have amsg
fact representing the incoming message that the agent ex-
pects to receive in order to make the transition (in the
LHS) and the agent’s answer message (in the RHS). The
rule corresponding to the initial (respectively, ﬁnal) pro-
tocol step contains no incoming (respectively, outgoing)
message. However, the rule form (1) is not a restriction



(6)here, as one may always insert a dummy message that can
 be generated by the intruder. In fact, rules of the form (1)
 are adequate to describe a large class of protocols, includ-
 ing all those discussed in Sect. 7.


Anattack-rule of a protocol description describes the
 condition under which an attack takes place. We formal-
 ize an attack-rule syntactically and semantically like the
 LHS of a rule of the form (1), with the same restriction
 on the variables described above. That is, an attack-rule
 characterizes those states for which a rule with the same
 LHS is applicable, which we henceforth callattack-states.


Note that we can always introduce dummy message and
 state facts so that an attack-rule has the required form
 (but we will refrain from considering dummies in our ex-
 amples, for simplicity).


We now conclude our discussion of the syntax of
 the IF. A protocol description ProtocolDescr is a triple
 (I, R,AR) consisting of aninitial stateI, asetRof rules,
 and asetARof attack-rules. A protocol description con-
 stitutes aprotocol when the initial state is ground.


Example 1. When given the description of the Yahalom
 protocol of Fig. 1, the HLPSL2IF translator produces an
 IF ﬁle with the following initial state (determined by the
 session instances and the initial knowledge associated to
 each role):


state(roleA,step0,sess1,a,b,s,k(a,s)).


state(roleB,step0,sess1,a,b,s,k(b,s)).


state(roleS,step0,sess1,a,b,s,k).


state(roleB,step0,sess2,i,b,s,k(b,s)).


state(roleS,step0,sess2,i,b,s,k).


i_knows(a).i_knows(b).i_knows(s).


i_knows(i).i_knows(k(i,s)) .


Note that in the state facts we write, for example,
 roleAto denote the roleAof the protocol, and that, here
 and in the remainder of this paper, we omit the pair-
 ing operator to simplify the notation when no confusion
 arises. The ﬁrst three state facts represent the ﬁrst de-
 clared session between the agents a, b, and s, followed
 by twostatefacts that represent the second declared ses-
 sion between the intruderiand the honest agentsband
 s. Note, too, that there are only state facts for the hon-
 est agentsbandsin this session, as the intruder model we
 give below subsumes the correct execution of the protocol
 steps by the intruder. The facti_knows(k(i,s))represents
 that the intruder has a shared key with the server, which
 he needs to participate in the second session of the proto-
 col. More generally, when a session instance declares the
 intruder to play a certain role, then all the initial know-
 ledge declared for that role is, under the instantiation,
 added to the initial intruder knowledge. The second ar-
 gument of thestatefacts here indicates the current step
 number in the protocol execution (which is initiallystep0)
 and the third argument is a session identiﬁer inserted by


the HLPSL2IF translator to simplify the generation of
 fresh values.


To illustrate the transition rules of the honest agents,
 let us consider only those rules that describe the behavior
 of an agent in roleroleB. In the agent’s ﬁrst transition, he
 receives the initial message from some agentAcontaining
 a nonceNA, generates a fresh value for the nonceNB, and
 sends the appropriate message to the server:


state(roleB,step0,SID,A,B,S,KBS).


msg(A,NA)


⇒


state(roleB,step1,SID,A,B,S,KBS,NA,fresh(idNB,SID)).


msg(B,{|A,NA,fresh(idNB,SID)|}KBS) .
 In his second transition, the agent playing inroleBre-
 ceives the third message of the protocol from agentAand
 checks that the key contained in the ﬁrst encrypted part,
 which seemingly comes from the server, is used to encrypt
 the nonceNBgenerated (and stored) byBearlier:


state(roleB,step1,SID,A,B,S,KBS,NA,NB).


msg({|A,KAB|}KBS,{|NB|}KAB)
 .not(seen(B,KAB))


⇒


state(roleB,step4,SID,A,B,S,KBS,NA,NB,KAB)


.seen(B,KAB) . (2)


To make the example also cover negation, we have un-
 derlined a possible extension of the rule, which expresses
 that the honest agent playing inroleBadditionally per-
 forms a replay check: we introduce a binary fact symbol
 seenand express with the underlined fact in the RHS that
 an agent stores all keys he has seen so far (in any session),
 while with the underlined fact in the LHS we ensure that
 he never accepts a key that he has already seen.3


Finally, the attack-rule for the speciﬁed goal of the Ya-
 halom protocol characterizes the set of states in which the
 agent playing inroleBhas ﬁnished the protocol, accepting
 a keyKABas generated from the serverSfor communi-
 cation betweenAandB, although the server never issued
 this key for that purpose:


state(roleB,step4,SID,A,B,S,KBS,NA,NB,KAB).


not(state(roleS,step3,SID’,A,B,S,K,KAB)) .


3 One might argue that the nonce NB freshly created by the
agent playing in roleB already ensures (without such a replay
check) the freshness of the session keyKAB, as in the ﬁnal message
NBmust be encrypted withKAB. However, the replay attack ﬁrst
mentioned in [45] shows that this argumentation is not valid since
the message from the agent playing inroleSfor the agent playing in
roleBin whichKABis issued does not containNB. Note that the at-
tack of [45] is prevented by this replay check, while the attack given
in Fig. 1 still works.



(7)This is exactly the attack-rule that ﬁres in the state
 reached by the attack-trace given in Fig. 1: an honest
 agent accepts the pair NA,fresh(idNB,sess2) as the key
 from the server for communication with the intruder, al-
 though the server never issued this key. Note that this
 attack-rule is automatically generated by the HLPSL2IF
 translator for the goal B weakly_authenticates
 S on KAB, while the strong authentication goal of Fig. 1
 generates an attack-rule that additionally considers re-
 plays. A detailed discussion of various kinds of authenti-


cation goals can be found in [36]. 


2.3 The Dolev–Yao intruder


We follow Dolev and Yao [27] and consider the standard
 model of an active intruder who controls the network but
 cannot break cryptography. In particular, the intruder
 can intercept messages and analyze them if he possesses
 the corresponding keys for decryption, and he can gen-
 erate messages from his knowledge and send them under
 any agent name.


Deﬁnition 3. For a setMof messages, letDY(M)(for
 Dolev–Yao) be the smallest set closed under the following
 generation(G) andanalysis(A)rules:


m∈M


m∈ DY(M)Gaxiom,


m1∈ DY(M) m2∈ DY(M)
 m1,m2 ∈ DY(M) Gpair,
 m1∈ DY(M) m2∈ DY(M)


{m2}m1∈ DY(M) Gcrypt,
 m1∈ DY(M) m2∈ DY(M)


{|m2|}m1∈ DY(M) Gscrypt,
 m1∈ DY(M) m2∈ DY(M)


m1(m2)∈ DY(M) Gapply,
 m1,m2 ∈ DY(M)


mi∈ DY(M) Apairi,


{|m2|}m1∈ DY(M) m1∈ DY(M)


m2∈ DY(M) Ascrypt,


{m2}m1 ∈ DY(M) m1−1∈ DY(M)


m2∈ DY(M) Acrypt,


{m2}m1−1 ∈ DY(M) m1∈ DY(M)
 m2∈ DY(M) A−crypt1 .


The generation rules express that the intruder can
 compose messages from known messages using pairing,
 asymmetric and symmetric encryption, and function ap-
 plication. The analysis rules describe how the intruder
 can decompose messages. Note that no rules are given
 that allow the intruder to analyze function applications,


for example to recover m from f(m). Moreover, note
 that this formalization correctly handles nonatomic keys,
 for instancem∈ DY({ {|m|}f(k1,k2), k1, k2, f}). This is in
 contrast to other models such as [1, 37, 43, 48] that handle
 only atomic keys.


2.4 The semantics of the Intermediate Format


Using DY, we now deﬁne a protocol model for the IF
 in terms of an inﬁnite-state transition system. In this
 definition, we incorporate an optimization that we call
 step-compression, which is based on the idea [1, 11, 20,
 25, 40] that we can identify the intruder and the net-
 work: every message sent by an honest agent is received
 by the intruder and every message received by an hon-
 est agent comes from the intruder. More speciﬁcally,
 we compose (or “compress”) several steps: when the in-
 truder sends a message, an agent reacts to it according to
 the agent’s rules, and the intruder intercepts the agent’s
 answer.


Deﬁnition 4. Letr=lhs⇒rhs be a rule of the form(1),
 i.e.,


msg(m1).state(m2).P1.N1∧∧∧Cond


⇒state(m3).msg(m4).P2,


and let P1 be obtained from P1 by removing all i_knows
 facts, i.e.,


P1=P1\ {f| ∃m. f=i_knows(m)}. (3)
 We deﬁne the applicability of such a rule r by the func-
 tion applicable that maps a stateSand the LHS lhs ofrto
 the set of ground substitutions under which the rule can be
 applied to the state:


applicablelhs(S) ={σ|
 ground(σ) ∧ dom(σ)


= vars(m1)∪vars(m2)∪vars(P1)∧ (4)
 {m1σ} ∪ {mσ|i_knows(m)∈P1}


⊆ DY({m|i_knows(m)∈S})∧ (5)
 state(m2σ)∈S ∧ P1σ⊆S ∧ (6)
 (∀f.not(f)∈N1 =⇒ f σ /∈S) ∧σ|=Cond}. (7)
 We can then deﬁne thesuccessor function


succR(S) = 


r∈R


stepr(S)


that, given a setRof rules of the above form and a stateS,
 yields the corresponding set of successor states by means of
 the following step function:


steplhs⇒rhs(S) ={S| ∃σ.


σ∈applicablelhs(S) ∧ (8)



(8)S= (S\(state(m2σ)∪P1σ))∪state(m3σ)


∪i_knows(m4σ)∪P2σ}. (9)


Here and elsewhere, we simplify notation for singleton
 sets by writing, e.g.,state(m2σ)∪P1σfor{state(m2σ)}∪


P1σ.


The functionapplicable yields the set of ground substi-
 tutions under which a rule can be applied to a state.


In particular, condition (5) ensures that the messagem1


(which is expected by the honest agent) as well as all mes-
 sages that appear ini_knowsfacts inP1can be generated
 from the intruder knowledge underσ, where according to
 (4)σis a ground substitution for the variables in the pos-
 itive facts of the LHS of rule r. Note that this ensures
 that eachi_knowsfact in the LHS of a rule is treated like
 a message that the intruder has to generate. In particu-
 lar, the message to be generated is not required to be
 directly contained in the intruder knowledge, but rather
 it is suﬃcient that the intruder can generate this mes-
 sage from his knowledge. WithP1 as deﬁned by (3) we
 refer to all facts inP1other thani_knowsfacts. The con-
 juncts of (6) ensure that the other positive facts of the
 rule appear in the current state underσ, and (7) ensures
 that none of the negated facts is contained in the cur-
 rent state under σand that the conditions are satisﬁed
 underσ.


The step function implements the step-compression
 technique described above in that it combines three tran-
 sitions: the intruder sends a message that is expected by
 an honest agent, the honest agent receives the message
 and sends a reply, and the intruder intercepts this reply
 and adds it to his knowledge. In particular, the step func-
 tion creates the set of successor states of a state S by
 identifying the substitutions such that the given rule is
 applicable (8) and by deﬁning, under such substitutions
 σ, the successor statesSthat result by removing fromS
 the positive facts of the LHS ofrand replacing them with
 the RHS ofr(9).


Example 2. We consider the step performed according to
 the second (extended) rule of the Yahalom protocol for
 roleB, i.e., (2). We have the following instantiation for the
 metavariables in the description of the step function:


– m1={|A,KAB|}KBS,{|NB|}KAB for the incoming mes-
 sage,


– m2=roleB, . . . ,NB for the message describing the
 current local state of the agent playing inroleB,
 – m3=roleB, . . . ,NB,KAB for the message describing


the agent’s next state,


– m4=ﬁnishedfor the reply message, whereﬁnishedis
 a dummy message (initially known by the intruder) to
 give the rule the required form,


– P1=∅,


– N1={not(seen(B,KAB))},


– P2={seen (B,KAB)}, and
 – Cond =true.


Now consider a stateSthat contains the fact


state(roleB,step1,sess2,i,b,s,k(b,s),na,fresh(idNB,sess2)),
 where nais a value that the intruder chose earlier. Fur-
 ther, assume that inSthe intruder has received from the
 server the message


{|b,fresh(idKAB,sess2),na,fresh(idNB,sess2)|}k(i,s),
 {|i,fresh(idKAB,sess2)|}k(b,s).


Let us refer to the fresh values fresh(idNB,sess2) and
 fresh(idKAB,sess2) as nb and kab for short. Then the
 successor states of stepr(S) are determined as follows.


Letσ= [SID →sess2,A →i,B →b,S →s,KBS →k(b,s),
 NA →na,KAB →kab,NB →nb]. Two conditions must be
 satisﬁed forstepr(S) to yield a successor state with this
 substitutionσ. First, the intruder must be able to gener-
 atem1σ, which is


{|i,kab|}k(b,s),{|nb|}kab.


That is, it must be that m1σ∈ DY({m|i_knows(m)∈
 S}). Second, the negative facts underσmust not be con-
 tained inS, i.e., it must be thatseen(b,kab)∈/S. Under
 these two conditions, ruleris applicable underσsince, by
 assumption,


state(m2σ) =state(roleB,step1,sess2,i,b,s,k(b,s),
 na,nb)∈S ,


P1σ=P1σ=∅ ⊆S, andσ|=Cond.S is obtained by re-
 placing the matchedstatefact with the updated fact
 state(m3σ) =state(roleB,step1,sess2,i,b,s,k(b,s),


na,nb,kab),


as well asP2σ=seen(b,kab). Since the intruder already
 knows the dummy messagem4σ=ﬁnished, the intruder


knowledge does not grow. 


Deﬁnition 5. We deﬁne the set of reachable states of
 a protocol(I, R, AR)as reach(I, R) =


n∈NsuccnR(I).


The set of reachable states is ground as no state reach-
 able from the initial stateImay contain variables (by the
 deﬁnition of a protocol description and the form of the
 rules). As the properties we are interested in are reach-
 ability properties, we will sometimes abstract away the
 details of the transition system and refer to this set as the
 ground modelof the protocol.


We now introduce a predicate isAttackar(S) that
 characterizes insecure states: if the attack-rulearis appli-
 cable at stateS, thenSis an insecure state.


Deﬁnition 6. We deﬁne the attack-predicate isAt-
tackar(S)to be true iﬀ applicablear(S)=∅. We then say



(9)that a protocol (I, R, AR) is secure iﬀ isAttackar(S) is
 false for allS∈reach(I, R)and all attack-rulesar∈AR.


3 The lazy inﬁnite-state approach


In the previous section, we deﬁned a protocol model for
 the IF in terms of an inﬁnite-state transition system.


This transition system deﬁnes a (computation) tree in the
 standard way, where the root is the initial system state
 and children represent the ways that a state can evolve in
 one transition. The tree has inﬁnitely many states since,
 by the deﬁnition ofDY, every node has inﬁnitely many
 children. It is also of inﬁnite depth, provided we do not
 bound (and in fact we cannot recursively bound) the
 number of protocol sessions. The lazy intruder technique
 presented in the next section uses a symbolic representa-
 tion to solve the problem of inﬁnite branching, while the
 lazy inﬁnite-state approach [7, 8] allows us to work with
 inﬁnitely long branches. As we have integrated the lazy
 intruder with this approach, we now brieﬂy summarize
 the main ideas of [7, 8].4


The key idea behind the lazy inﬁnite-state approach
 is to explicitly formalize an inﬁnite tree as an element of
 a data type in a lazy programming language. This yields
 a ﬁnite, computable representation of the model that can
 be used to generate arbitrary preﬁxes of the tree on the
 ﬂy, i.e., in a demand-driven way. One can search for an
 attack by searching the inﬁnite tree for an attack-state.


Our on-the-ﬂy model checker OFMC uses iterative deep-
 ening to search this inﬁnite tree. When an attack is found,
 OFMC returns the attack-trace, i.e., the sequence of ex-
 changed messages leading to the attack-state (cf. Fig. 1).


This yields a semidecision procedure for protocol insecu-
 rity: our procedure always terminates (at least in prin-
 ciple) when an attack exists. Moreover, our search pro-
 cedure terminates for ﬁnitely many sessions (e.g., using
 the approach to bounded session generation described in
 Sect. 6) when we employ the lazy intruder to handle the
 inﬁnite set of messages the intruder can generate.


The lazy approach has several strengths. It separates
 (both conceptually and structurally) the semantics of
 protocols from heuristics and other search reduction pro-
 cedures, and from search itself. The semantics is given
 by a transition system generating an inﬁnite tree, and
 heuristics can be seen as tree transducers that take an in-
 ﬁnite tree and return one that is, in some way, smaller
 or more restricted. The resulting tree is then searched.


Although semantics, heuristics, and search are all for-
 mulated independently, lazy evaluation serves to corou-
 tine them together in an eﬃcient, demand-driven fash-
 ion. Moreover, there are eﬃcient compilers for lazy func-
 tional programming languages like Haskell, the language
 we used to implement OFMC.


4 Note that there is no relation between the lazy intruder and
 the lazy protocol analysis, except that both are demand-driven
 (“lazy”) techniques.


4 The lazy intruder


Thelazy intruder is an optimization technique that sig-
 niﬁcantly reduces the search tree without excluding any
 attacks. This technique uses a symbolic representation to
 avoid explicitly enumerating the possible messages that
 the Dolev–Yao intruder can generate, by storing and ma-
 nipulating constraints about what must be generated.


The representation is evaluated in a demand-driven way,
 and hence the intruder is calledlazy.


The idea behind the lazy intruder was, to our know-
 ledge, ﬁrst proposed by [31] and then subsequently de-
 veloped by [1, 11, 12, 19, 25, 30, 40], among others; see [22]


for an overview. Our contributions to the lazy intruder
 technique are as follows. First, we simplify the technique,
 which, as we show in the appendix, also leads to a simpler
 proof of its correctness and completeness. Second, we for-
 malize its integration into the search procedure induced
 by the rewriting approach of the IF and, on the practical
 side, we present (in Sect. 5) an eﬃcient way to organize
 and implement the combination of state exploration and
 constraint reduction. Third, we extend the technique to
 ease the speciﬁcation and analysis of a larger class of pro-
 tocols and properties, where we implement negative facts
 and conditions in the IF rewrite rules by inequality con-
 straints for the lazy intruder. Finally, we show how to em-
 ploy the lazy intruder to solve the problem of instantiat-
 ing protocols for particular analysis scenarios (cf. Sect. 6).


4.1 Constraints


The Dolev–Yao intruder leads to an enormous branch-
 ing of the search tree when one na¨ıvely enumerates all
 (meaningful) messages that the intruder can send. The
 lazy intruder technique exploits the fact that the actual
 value of certain parts of a message is often irrelevant for
 the receiver. Therefore, whenever the receiver will not fur-
 ther analyze the value of a particular message part, we
 can postpone during the search the decision about which
 value the intruder actually chooses for that part by re-
 placing it with a variable and recording a constraint on
 which knowledge the intruder can use to generate the
 message. We express this information using constraints of
 the formfrom(T,IK), meaning thatT is a set of terms
 generated by the intruder from his set of known messages
 IK (for “intruder knowledge”).


Deﬁnition 7. Thesemantics of a constraintfrom(T,IK)
 is the set of satisfying ground substitutionsσfor the vari-
 ables in the constraint, i.e.,


[[from(T,IK)]] ={σ|ground(σ)∧ground(T σ∪IKσ)


∧T σ⊆ DY(IKσ)}.


We say that a constraintfrom(T,IK)issimpleifT⊆ V,
 and we then writesimple(from(T,IK)).


Aconstraint set is a ﬁnite set of constraints, and its
semantics is the intersection of the semantics of its elem-



(10)ents, i.e., overloading notation,[[{c1, . . . , cn}]] =ni=1[[ci]].


A constraint setC is satisﬁableif [[C]]=∅. A constraint
 setCissimpleif all its constraints are simple, and we then
 writesimple(C).


Example 3. Consider again the trace of the attack on
 the Yahalom protocol in Fig. 1, and let us again refer to
 the fresh valuesfresh(idNB,sess2) andfresh(idKAB,sess2)
 as nb and kab for short. The intruder ﬁrst chooses
 a nonce NA for communication with b. Then, the in-
 truder sees both the message from b to s, namely,
 {|i,NA,nb|}k(b,s), and the message froms toi, namely,
 {|b,kab,NA,nb|}k(i,s),{|i,kab|}k(b,s). Hence the following
 constraints arise from the steps taken in the trace:


{from(NA,IK0),


from({|i,KAB|}k(b,s),{|nb|}KAB,IK0∪ {|i,NA,nb|}k(b,s)


∪ {|b,kab,NA,nb|}k(i,s),{|i,kab|}k(b,s))},


where KABis a fresh variable and IK0 is the initial in-
 truder knowledge, which includes all agent names and the
 intruder’s shared key with the server,k(i,s). 


4.2 Constraint reduction


The core of the lazy intruder technique is to reduce
 a given constraint set into an equivalent one that is ei-
 ther unsatisﬁable or simple. (As we show in Lemma 3,
 every simple constraint set is satisﬁable.) This reduc-
 tion is performed using the generation and analysis rules
 of Fig. 2, which describe possible transformations of the
 constraint set. Afterwards, we show that this reduction
 does not change the set of solutions, roughly speaking
 [[C]] = [[Red(C)]], for a relevant class of constraintsC.


A generation or analysis rulerhas the form
 C, σ


C, σ r ,


withCandCconstraint sets andσandσsubstitutions.


It expresses that (C, σ) can be derived from (C, σ),
 which we denote by (C, σ)r(C, σ). That is, the con-
 straint reduction rules are applied backwards. Note that
 σextendsσin all rules. As a consequence, we will be able
 to apply the substitutions generated during the reduction
 ofCalso to the facts of a lazy state, as we discuss below.


The generation rulesGlpair,Glscrypt,Glcrypt, andGlapply
 express that the constraint stating that the intruder can
 generate a message composed from submessagesm1and
 m2 (using pairing, symmetric and asymmetric encryp-
 tion, and function application, respectively) can be re-
 placed by the constraint stating that he can generate both
 m1andm2. The ruleGlunifexpresses that the intruder can
 use a messagem2from his knowledge provided this mes-
 sage can be uniﬁed with the messagem1 that he has to
 generate (note that both the terms to be generated and
 the terms in the intruder knowledge may contain vari-
 ables). The reason that the intruder is “lazy” stems from


Fig. 2.Lazy intruder: constraint reduction rules


the restriction that theGlunifrule cannot be applied when
 the term to be generated is a variable: how the intruder
 chooses to instantiate this variable is immaterial at this
 point in the search and hence we postpone this decision.


The analysis of the intruder knowledge is more com-
 plex for the lazy intruder than in the ground model since
 messages may now contain variables. In particular, if the
 key term of an encrypted message contains a variable,
 then whether or not the intruder can decrypt this mes-
 sage is determined by the substitution we (later) choose
 for this variable. We solve this problem by using the rule
 Alscrypt, where the variable in the key term can be in-
 stantiated during subsequent constraint reduction.5More
 speciﬁcally, for a message{|m2|}m1 that the intruder at-
 tempts to decrypt, we add the contentm2to the intruder
 knowledge of the respective constraint (as if the check
 was already successful) and add a new constraint express-
 ing that the symmetric keym1necessary for decryption
 must be generated from the same knowledge. Hence, if we
 attempt to decrypt a message that cannot be decrypted
 using the corresponding intruder knowledge, we obtain an
 unsatisﬁable constraint set.


Note that we also make the restriction that the mes-
 sage {|m2|}m1 to be analyzed may not be used in the
 generation of the key; this is in contrast to similar ap-
 proaches that can also handle nonatomic symmetric keys
 such as [20, 40]. In our notation, their decryption rule is


from(m1,{|m2|}m1∗∪IK)


∪from(T, m2∪ {|m2|}m1∪IK)∪C, σ


from(T,{|m2|}m1∪IK)∪C, σ Alscrypt∗.


5 This solution also takes care of nonatomic keys since we do not
require that the key be contained in the intruder knowledge but
only that it can be generated from the intruder knowledge, e.g., by
composing known messages.



(11)This rule is the same as ours, except that the constraint
 governing the derivation of the keym1additionally con-
 tains the message{|m2|}m1marked with an asterisk. This
 marking denotes that{|m2|}m1 may not be further ana-
 lyzed (as there is already an analysis of this term in
 progress). Without this mark, the approaches of [20, 40]


would not terminate since, in the derivation ofm1, one
 could inﬁnitely often decrypt {|m2|}m1, repeatedly pro-
 ducing the same constraint. Although the mark ensures
 termination, it gives the rule a procedural aspect, making
 it less declarative.


As formally justiﬁed in the proof of our completeness
 theorem (the proof of Theorem 1 in the appendix), our
 rule Alscrypt, which omits marking entirely, does not ex-
 clude any solution. The intuition behind this is as follows:


the only case in which the marked term {|m2|}m1 is ac-
 tually used to derive m1 is when there is another term
 t∈IK that is encrypted with the term{|m2|}m1 as a key.


However, in this case, we could have ﬁrst performed the
 analysis of t and hence need not perform it during the
 derivation ofm1. In general, if one performs the analysis
 steps in the order that they depend on each other, no an-
 alysis is needed in the constraints that are introduced by
 the analysis rules, in this case thefrom(m1,·) constraint.


Note that our rule is not only simpler and more declar-
 ative, it also considerably simpliﬁes the completeness
 proof. For example, the respective completeness proof
 in [40] must split into one part withencryption hiding(as
 they call the marked terms) and one without.


Deﬁnition 8. Let denote the reﬂexive and transitive
 closure of the union of the derivation relationsrfor every
 rulerof Fig. 2. The set of pairs of simple constraint sets
 and substitutions derivable from(C,id)is


Red(C) ={(C, σ)|((C,id)(C, σ))∧simple(C)},
 where we deﬁne


[[Red(C)]] ={σσ| ∃C.(C, σ)∈Red(C)∧σ∈[[C]]}.
 Example 4. Consider the reductions performed on the
 constraints of the Yahalom example above. First, the in-
 truder can perform an analysis step on the intruder know-
 ledgeIK, since a part of the message sent by the serversis
 encrypted by the shared keyk(i,s)ofiands. Applying the
 rulesAlpairandAlscryptto the second constraint results in
 the following constraint set:


{from(NA,IK0),


from(k(i,s),IK0∪ {|i,NA,nb|}k(b,s)∪ {|i,kab|}k(b,s)),
 from({|i,KAB|}k(b,s),{|nb|}KAB,


IK0∪ {|i,NA,nb|}k(b,s)∪ {|i,kab|}k(b,s)∪kab


∪NA∪nb)}.


In the remainder of this paper, we will refer to the in-
 truder knowledge of the third constraint in the above set


asIK. The second of these constraints is directly solvable
 using theGlunif rule sincek(i,s)∈IK0. ApplyingGlpairto
 the third constraint replaces the pair in the terms to gen-
 erate with its components:


{from(NA,IK0),


from({|i,KAB|}k(b,s)∪ {|nb|}KAB,IK)},


where, here and in the following discussion, we omit the
 constraints of the formfrom(∅,IK).


For the ﬁrst message that the intruder has to gen-
 erate in the second constraint, i.e., {|i,KAB|}k(b,s), there
 are two possibilities: using the Glunif rule, this message
 can be uniﬁed either with the message {|i,NA,nb|}k(b,s)


sent earlier by b (where the uniﬁer is KAB → NA,nb)
 or with the original message{|i,kab|}k(b,s)from the server
 (where the uniﬁer is KAB →kab). The second possibil-
 ity reﬂects the “correct” protocol execution (and the
 remaining constraint is easily solved in this case). Let
 us thus consider the other possibility, which leads to
 the attack displayed in Fig. 1, i.e., KAB → NA,nb, so
 that


{from(NA,IK0),


from({|nb|}NA,nb,IK)}.


These constraints can be solved by ﬁrst applying the rules
 GlcryptandGlpair, resulting in


{from(NA,IK0),
 from(NA∪nb,IK)},


and then eliminatingnbusing theGlunifrule (asnb∈IK).


The remaining constraint set is simple.


To summarize, there are two simple constraint sets
 corresponding to the original constraint set in this ex-
 ample: one corresponding to the correct execution of the
 protocol and the other representing an attack. 


4.3 Properties ofRed


By Theorem 1 below, the Red function is correct, com-
 plete, and recursively computable (since  is ﬁnitely
 branching). To show completeness, we restrict our atten-
 tion to a special form of constraint sets, calledwell-formed
 constraint sets. This is without loss of generality as all
 states reachable in the lazy intruder setting obey this re-
 striction (cf. Lemma 4).


Deﬁnition 9. A constraint set C is well formed if
 one can index the constraints, C={from(T1,IK1), . . .,
 from(Tn,IKn}), so that the following conditions hold:


IKi⊆IKj fori≤j , (10)


vars(IKi)⊆


i−1
 j=1


vars(Tj). (11)



(12)Intuitively, (10) requires that the intruder knowledge
 increase monotonically, and (11) requires that every vari-
 able that appears in terms known by the intruder be part
 of a message that the intruder created earlier. Said an-
 other way, variables only “originate” from the intruder.


Note that the analysis rules of the lazy intruder can
 destroy property (10), as a message obtained by an an-
 alysis rule is not necessarily contained in the subsequent
 (i.e., of higher index) intruder knowledge sets. However,
 as we show in the proof of Theorem 1 given in the ap-
 pendix, there is a straightforward procedure that trans-
 forms every simple constraint set obtained byRedinto an
 equivalent, well-formed, simple one.


Theorem 1. Let C be a well-formed constraint set.


Red(C)is ﬁnite andis well founded. Moreover, [[C]] =
 [[Red(C)]], i.e.,Red(C)is correct and complete.


The intuition behind this theorem is that with every
 reduction step the constraints become simpler in some
 sense, and thus  is well founded and Red(C) is ﬁnite.


Correctness, i.e., [[C]]⊇[[Red(C)]], holds as no rule ap-
 plication adds solutions to the constraint set. Complete-
 ness, i.e., [[C]]⊆[[Red(C)]], holds because if a solutionσ
 is allowed by the constraint set (i.e., σ∈[[C]]), then we
 can either ﬁnd an applicable rule such that the result-
 ing constraint setCstill supportsσ(i.e.,σ∈[[C]]) orC
 is already simple. Since is well founded, after ﬁnitely
 many applications of rules supporting σ, the resulting
 constraint setC must be simple. Thus ifσ∈[[C]], then
 there is a simpleC∈Red(C) such thatσ∈[[C]].


4.4 Lazy intruder reachability


We describe now the integration of constraint reduction
 into the search procedure for reachable states. The space
 of lazy states consists of states that may contain vari-
 ables (as opposed to the ground model where all reachable
 states are ground) and that are associated with a set of
 fromconstraints as well as a collection of inequalities. The
 inequalities are used to handle negative facts and con-
 ditions in the context of the lazy intruder. We require
 that the inequalities be given as a conjunction of dis-
 junctions of inequalities between terms. We will use the
 inequalities to rule out certain uniﬁers; for example, to
 express that both the substitutionsσ= [v1 →t1, v2 →t2]
 andτ= [v1 →t3] are excluded in a certain state, we use
 the inequality constraint (v1=t1∨∨∨v2=t2)∧∧∧ (v1=t3).


Note that we write∨∨∨and∧∧∧to avoid confusion with the
 respective metaconnectives∨and∧.


A lazy state represents the set of ground states that
 can be obtained by instantiating the variables with
 ground messages so that all associated constraints are
 satisﬁed.


Deﬁnition 10. Alazy stateis a triple(P, C, N), where
 P is a sequence of (not necessarily ground) positive facts,
 C is a constraint set, and N is a conjunction of dis-


junctions of inequalities between terms. The semantics of
 a lazy state is[[(P, C, N)]] ={P σ|σ∈[[C]]∧σ|=N}.


LetfreshvarsS(r)be a rule obtained from rulerby re-
 naming the variables in r with respect to the lazy state
 S= (P, C, N)so thatvars(S)andvars(freshvarsS(r))are
 disjoint. As in the ground case, letr=lhs⇒rhs be a rule
 of the form(1), i.e.,


msg(m1).state(m2).P1.N1∧∧∧Cond


⇒state(m3).msg(m4).P2,


and let P1 be obtained from P1 by removing all i_knows
 facts, i.e.,


P1=P1\ {f| ∃m. f=i_knows(m)}. (12)
 We can then deﬁne the applicability of such a rule r to
 a lazy state(P, C, N)by the function applicablelthat maps
 (P, C, N)and the left-hand side lhs ofrto a set of substi-
 tutions under which the rule can be applied to the state:


applicablellhs(P, C, N) =


(σ, C, N)|


dom(σ)⊆vars(m1)∪vars(m2)∪vars(P1)∪vars(P, C, N)∧
 state(m2σ)∈P σ∧P1σ⊆P σ∧ (13)
 C= (C∪


from(m1∪ {m|i_knows(m)∈P1},{i|i_knows(i)∈P}))σ∧
 (14)
 N=N σ∧∧∧


φ∈subCont(N1σ,P σ)φ∧∧∧Condσ


(15)


where


subCont(N, P) =
 


φ| ∃t, t, v1, . . . , vn, t1, . . . , tn.
 not(t)∈N∧t∈P∧mgu(t, t) = [v1 →t1, . . . , vn →tn]


∧φ=n


i=1vi=ti



 .


We can then deﬁne thelazy successor function
 succlR(S) = 


r∈R


steplfreshvars


S(r)(S)


that maps a setRof rules of the form(1)and a lazy state
 S= (P, C, N)to a set of lazy states by means of the follow-
 inglazy step function:


steplr(P, C, N) ={(P, C, N)| ∃σ.


(σ, C, N)∈applicablellhs(P, C, N) ∧ (16)
 P= (P σ\(state(m2σ)∪P1σ))∪state(m3σ)


∪i_knows(m4σ)∪P2σ}. (17)
The function applicablel is the “lazy equivalent” of the
ground applicable function: given a lazy state and the
LHS of a rule of the form (1),applicablelyields the set of
triples of substitutions, constraint sets, and inequalities
such that the conditions (13)–(15) are satisﬁed. Condi-
tion (13) is similar to the ﬁrst two conjuncts in condi-



(13)tion (7) in the ground model, where the substitution is
 now applied also to the set of positive facts in the state
 (instead of matching, we now perform uniﬁcation). The
 constraint in condition (14) expresses that both the mes-
 sage m1 and the i_knows facts of the positive facts of
 the LHS of rule r must be generated by the intruder
 from his current knowledge. Condition (15) states that
 the inequalities are conjoined with the inequalities of
 the rule and with the conjunction of all formulae that
 subCont(N1σ, P σ) yields. The name subCont expresses
 that this function produces a formula that excludes those
 most general substitutions under which the given nega-
 tive facts are contained in the given state. More con-
 cretely, for a setNof negative facts and a setPof positive
 facts,subCont(N, P) generates a disjunction of inequal-
 ities that excludes all uniﬁers between two positive facts
 t and t such thatnot(t)∈N and t∈P. Note that in
 the special case thatt=t, we obtain the solutionσ= [],
 and, as is standard, we deﬁne∨∨∨0i=1φto befalsefor anyφ.


Hence, subCont(not(f)∪N, f ∪P) =falsefor any fact
 f. Also,N is conjoined with the inequalities of the rule
 underσ. Note that, unlike in the ground model, we can-
 not directly check here if the condition is satisﬁed since
 it is not necessarily a ground term; instead, we store this
 constraint.


Like the successor function of the ground model, the
 lazy successor function also performs step-compression,
 by exploiting the lazy step functionstepl(where, in con-
 trast to the ground case, we rename the variables of the
 rule to avoid clashes with the variables that may appear
 in the lazy state). The lazy step functionsteplcreates the
 set of lazy successor states of a lazy state (P, C, N) by ﬁrst
 using theapplicablelfunction to identify triples consisting
 of the new constraintsC, the new inequalitiesN, and
 a substitutionσsuch that the given rule is applicable (as
 is done in condition (16)), and then using σto compute
 the positive factsP in the successor state, which result
 by removing the positive LHS facts fromP (underσ) and
 adding the RHS facts.


Note that the lazy applicability and step functions do
 not check the satisﬁability of the generated constraints
 and inequalities. This is because we do not want to pre-
 scribe, as part of the formalism, whether or not con-
 straints are directly reduced after every transition. In-
 stead, we leave this decision to the search strategy, dis-
 cussed in Sect. 5.


Example 5. We return to our Yahalom example to con-
 trast the lazy successor function stepl with the ground
 successor functionstep. The major diﬀerence is that we
 now start with a symbolic state (P, C, N) where S∈
 [[(P, C, N)]] for the state Sintroduced in Example 4. We
 can obtain such a symbolic state, occurring in the analy-
 sis of the Yahalom protocol, by replacing inS the value
 na (whatever the agent playing inroleB received) with
 the variable NA (this yields the set P of positive sym-
 bolic facts) and the constraint setC={from(NA,IK0)}


representing that the intruder generated this value NA
 earlier.


The substitution taken in the stepl function thus
 diﬀers from the substitution taken in the ground case
 step by not substituting values for NA and for KAB.


Note that the value of KAB is not determined by the
 rule since the agent playing in roleB accepts any value
 whenever he receives messages of the proper format. For
 instance,


m1σ={|i,KAB|}k(b,s),{|NB|}KAB.


Another diﬀerence is that thesteplfunction does not


“check” that the intruder can generate the messages in
 question (in this case m1σ). Instead, it adds an appro-
 priate constraint to the constraint store (in this case
 C=C∪from(m1σ,IK), whereIK is the set of messages
 m for whichi_knows(m)∈P). If there is no solution for
 this constraint, then the semantics of the successor state
 (P, C, N) is empty.


Similarly, the negative facts are not directly eval-
 uated. Suppose, for instance, that the set P contains
 the fact seen(b,kab). Then the new conjunctions added
 to N by subCont(N1σ, P σ) (where N1σ is the con-
 dition not(seen(b,KAB))) entail the inequality KAB=
 kab. Intuitively, the newly received key must diﬀer
 from all keys already in the database of seen keys, and
 this check is done as soon as the constraint set is re-
 duced, possibly leading to substitutions for the variable
 KAB.


Finally, in the successor state (P, C, N) we have the
 updated state fact for b, containing now both the vari-
 ablesNAandKAB, and the (nonsimple) constraint setC


as described above. 


Deﬁnition 11. We deﬁne the set of reachable lazy
 states of a protocol (I, R, AR) as reachl(I, R) =


n∈N


(succlR)n(I,∅,∅).


We also call reachl(I, R) the lazy intruder model of the
 protocol (I, R, AR), orlazy model for short.


As we show in the appendix, the lazy model is equiva-
 lent to the ground model, in the sense that they both
 represent the same set of reachable states.


Lemma 1. reach(I, R) =∪(P,C,N)∈reachl(I,R)[[(P, C, N)]]


for every initial state I and every set R of rules of the
 form(1).


Recall that we have deﬁned that a protocol is secure
 iﬀisAttackar(S) is false for all reachable ground statesS
 andar∈AR. A similar check suﬃces in the lazy intruder
 model, where we rename the variables of the attack-rule
 (analogous to the lazy successor function in Deﬁnition 10)
 in order to avoid clashes.


Deﬁnition 12. For a lazy state(P, C, N)and an attack-
rulear, we deﬁne the lazy attack-predicateisAttacklar(P,
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