

  
    
            
        
      
      
        
          
        

        
          
            
          
        
        
          
            
              
                
              
            

            
              
                
                  Senest søgte
                

              

                
                  
                      
                      
                        
                      
                  

                
              
                Ingen resultater fundet
              

            

          

          
            
              

                
              
            

            
              
                Tags
              

              
                
                  
                      
                  
                
              

              
                

              

              
                Ingen resultater fundet
              

            

          

          
            
              
                
              
            

            
              
                Dokument
              

              
                
                  
                      
                  
                
              

              
                

              

              
                Ingen resultater fundet
              

            

          

        

      

    

    
      
        
          
        
      
              

                        
  
  

                
            
            
        
        Dansk
                        
          
            
            
              
                Hjem
                
                  
                
              
              
                Skoler
                
                  
                
              
              
                Emner
                
                  
                
              
            

          

        


        
          Log på
        
        
        
        
        
          

  





  
    
      
      	
            
              
              
            
            Slet
          
	
            
              
              
            
          
	
            
              
                
              
              
            
          
	
          

        
	Ingen resultater fundet


      
        
          
        
      
    

  







  
      
  
    
    	
                                    
              Hjem
            
            




	
                          
                
              
                        
              Andet
            
            


      
                  Search Trees in Practice
      

      
        
          
            
              
                
              
            
            
            
              
                Del "Search Trees in Practice"

                
                  
                    
                  
                  
                    
                  
                  
                    
                  
                  
                    
                  
                

                
                  

                  
                    COPY
                  
                

              

            

          

          
            
              

                
              
            
          

        

      

    

    
      
        
          
            
              
            
                          
                N/A
              
                      


          
            
              
            
                          
                N/A
              
                      

        

        
                      
              
                
              
                               Protected
                          

                    
            
              
            
            
              Akademisk år: 
                2022
              
            

          

        

        
          
            
            
                
                    
                
                Info
                
                

            
            

            

                        
  

                
        Hent
          
              

          
            
              
                
                Protected

              

              
                
                
                  Academic year: 2022
                

              

            

            
              
                
                  
                
                
                
                  
                    Del "Search Trees in Practice"

                    
                      
                        
                      
                      
                        
                      
                      
                        
                      
                      
                        
                      
                    

                    
                      

                      
                        
                      
                    

                    Copied!

                  

                

              

              
                
                  
                
              

            

            
              
                
                76
              

              
                
                0
              

              
                
                0
              

            

          

        

      

      
        
                              
            
            76
          

          
            
            0
          

          
            
            0
          

        

      

    

  



  
        
                    
  
    
    
      
        Indlæser....
        (se fuldtekst nu)
      

      
        
      

      
      

    

  




  
      

                    Vis mere (   Sider )
        
  


  
      

                    Hent nu ( 76 Sider )
      



      
            
  
    Hele teksten

    
      (1)
Search Trees in Practice



Theis F. Hinz


Kongens Lyngby 2015



(2)Technical University of Denmark


Department of Applied Mathematics and Computer Science
 Richard Petersens Plads, building 324,


2800 Kongens Lyngby, Denmark
 Phone +45 4525 3031


compute@compute.dtu.dk
www.compute.dtu.dk



(3)
Summary (English)


This thesis considers binary search trees with respect to the performance of
 searches. In order to study the strong data structures are the competitive anal-
 ysis applied.


The working-set, dynamic finger and sequential access property are introduced
 with respect to this analysis.


Two binary search trees are considered. Splay trees are proved to have all of the
 properties mentioned above, and they are conjectured to have the even stronger
 unified property.


Tango trees are proved to beO(log log n)-competitive, but this thesis shows that
 it does not compete well against the upper bounds of the optimal offline binary
 search tree.


Finally, red-black, splay, and tango trees are experimentally compared. The
 results show that red-black trees are the best of the three types of trees if
 searches are on random chosen keys. However, splay trees are found to be the
 best if searches are close in time or key space. In none of the experiments was
 the tango tree found to be any better than the others.


The experimental results justify the conjecture that splay trees have the unified
property.
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Summary (Danish)


Denne afhandling undersøgerbinary search treesog deres ydeevne ved søgning.


For at analysere stærke datastrukturer ercompetitive analysis benyttet og med
 hensyn til analysen introduceresworking-set-,dynamic finger-ogsequential ac-
 cess property.


Afhandlingen fokuserer på to binary search trees. Splay tree er bevist at have
 alle ovenstående nævnte egenskaber og formodes at have den endnu stærkere
 unified property.


Tango tree er bevisligt O(log log n)-competitive. Men som denne afhandling
 viser, klarer den sig ikke vel mod de øvre grænser for det optimale offline binary
 search tree.


Endelig sammenligner afhandlingen splay-, tango- og red-black- trees eksperi-
 mentelt. Resultatet underbygger at red-black trees er den bedste af datastruktu-
 rerne, hvis søgningerne benytter tilfældigt valgte keys. Splay trees har derimod
 den bedste ydeevne, hvis søgninger er tætte ikey space, eller hvis søgninger på
 samme key er tætte i tid. Undersøgelsen fandt ingen tilfælde, hvor tango trees
 var bedre end de øvrige search trees.


De eksperimentale resultater underbygger formodningen om, at splay trees har
unified property.
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(7)
Preface


This thesis represents the end of my effort for acquiring an M.Sc. in Engineering
 at DTU.


The preparation of this thesis is motivated by the interest of finding tight bounds
 for online search algorithms for binary search trees. And as the study has shown,
 we are close: Splay trees are conjectured to be dynamically optimal and strong
 bounds are known.


I am glad that this thesis can contribute to the research with an experimental
 comparison of tango, splay and red-black tree. The thesis does also introduce mi-
 nor theorems with respect to tango trees performance against the upper bounds
 of the optimal offline binary search tree.


Lyngby, 19-June-2015


Theis F. Hinz
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Chapter 1



Introduction


Binary search trees are a category of data structures which have several benefits.


Most interesting is its support of search operations, by using the property that
 data is stored in symmetric order by their key. An often asked question is how
 fast a search can be done.


The worst-case running time depends on the depth of the tree. Red-black trees,
 as well as others, are able to search in worst-caseO(log n)time by minimizing
 the depth of tree, where nis the number of nodes in the tree.


This is the best running time we can get for binary search trees in the worst-case
 scenario as there always will be nodes oflog ndepth. But in other scenarios can
 better results be found. To study efficient binary search tree’s further, there
 will be needed a stronger methods to analyze them.


This thesis will use the competitive analysis to investigate online searches [KMRS88].


There will be considered several searches which is executed on the data struc-
 ture. An access sequence,X ={x1, x2, ..., xm}, is the collection of these searches
 sorted by the time they are executed. It is not possible to chose the algorithm
 to use on the sequence beforehand as the algorithms is online.


A good binary search tree will be efficient for any given sequence. The analysis
therefore consist of investigating how they competes against the offline data
structure which is optimal for searching on the sequence. Let OP T(X)be the
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running time of the optimal offline binary search trees for a access sequenceX.
 A binary search tree is thenc-competitiveif its running time is within acfactor
 of OP T(X)for any X. By using this analysis must a data structure perform
 well for any cases - also those which is not the worst-case scenario.


This leads to the following very strong property introduced by Tarjan et. al. in
 1985 [ST85]:


Definition 1.1 (Dynamic Optimality Property) A binary search
 tree, D, isdynamically optimal if it for anyX executes the access sequence in
 worst caseO(OP T(X)).


The property is equivalent to beingO(1)-competitive. It means in other words
 that its execution time for any given sequence is a constant factor from the best
 possible binary search tree that can be expected to exist. It is however an open
 question if such a data structure exists.


OP T(X) depends of the access sequence X and the initial tree, T0. Some
 states of theT0 are better for some access sequences than others. Yet we know
 algorithms that can transform any binary tree of n nodes into any other tree
 in O(n) time[CW82]. So by assuming m = Ω(n) can T0 be ignored in the
 asymptotic analyses of data structures.


This report will look into what we know about an optimal offline binary search
 tree. There will in chapter 2 and chapter3, be outlined the upper and lower
 bounds ofOP T(X). Afterwards, there will be examined two binary search trees
 in relation to this analysis.


Finally these binary search trees are compared by experimental results in section
 6in order to find out what tree are best in certain cases.



1.0.1 The Model


There will initially define the binary search tree model which there will be used
 throughout the thesis.


All nodes have a key which can be searched for. Nodes have an pointer to its
 left and right child (if existing). A pointer to its parent can as well be stored, if
 existing.


The nodes may store addition data, but they are not allowed to contain pointers
 to other data structures.


Searches will in the model always start by having a pointer at the root. It is



(15)3


then allowed to use the following operations:


• Move the pointer to the left child.


• Move the pointer to the right child.


• Move the pointer to the parent.


This thesis focuses on dynamic tree’s. The model hence allow modifications
 (such as rotations) however they may only be conducted on the node at the
 pointer. A search succeed when the pointer is at the node with the key-value
 we searched for.



Variables and Assumptions


Throughout this thesis,nwill denote the number of nodes in the binary search
 tree which there will be analyzed.


The access sequence of size m which is executed on the binary search tree is
 denoted asX ={x1, x2, ... , xm}. It is assumed, without loss of generality, that
 m= Ω(n).


We denoteOP T(X)to be the optimal running time of the execution ofX.
To simplify the analysis, we will assume that the considered binary search trees
of size nhave the keys{1,2, .., n}, however other can be used.
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Upper Bound


This chapter will consider a set of upper bounds of the optimal offline binary
 search tree. They each consider access sequences of specific characteristics for
 which binary search trees can perform better than the general worst-case running
 time ofO(log n).


The upper bounds can also be properties for those data structures which obtain
 the results of the bounds.


It is the goal to find bounds as close to optimal as possible, with the ideal of
 θ(OP T(X)). In order to proof the tightness one approach may be to proof a
 factor between an upper and lower bound (see chapter2.1).


Some of the bounds is generalization of another. An overview can be seen in
 figure2.1.


The first considered upper bounds use distance in key space between the current
 and previous accessed node [Iac01].


Theorem 2.1 (Dynamic finger property) Consider any key xi in
X where i≥2. xi−1 is then the previous key in the sequence. A binary search
tree have the dynamic finger property if the search ofxitakesO(log(|xi−xi−1|+
2)) amortized time.
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Dynamic Optimality


Unified Property


Working-set Property Dynamic finger Property


Sequantial access Property
 Figure 2.1: The hierarchy of the upper bounds. There is an arrow from one


bound to another, if the first bound implies the second. A dashed
 arrow is implications which is not proven.


As an effect of this does a search take amortizedO(1)time, if all keys inX are
 a constant distance away in key space to their predecessor. There is a "+2" to
 make sure that the expression never is zero (you always have to pay a constant
 time).


The dynamic finger property thus implies theorem2.2.


Theorem 2.2 (Sequential access property) A binary search tree have
 the sequential access property if each search in the access sequenceX ={1,2, ..., n}


takes amortizedO(1) time.


An search tree can also be efficient compared to searches distance in time, in-
 stead of space. A data structure with the working-set property is efficient if the
 time distance between searches of same keys is small. The working-set is defined
 to be the number of distinct searches inX. [Iac01]


Theorem 2.3 (Working-set property) Lett(z)be the number of dis-
 tinct searches since last time a node zwere accessed. A binary search tree have
 then the working-set property if the search of anyxitakes amortizedO(log(t(xi)+


2))time.


A challenge is that there is no connection between a working-set and the dynamic
 finger property. John Iacono did in 2001 introduce a new bound which combines
 both bounds [Iac01].


Theorem 2.4 (Unified property) Let t(z) be the number of distinct
 nodes accessed since last time the node z were accessed. A binary search tree
 have then the unified property if a search of any nodexi∈X takes amortized:


O
 


log min


z∈X(t(z) +|xi−z|+ 2)
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This property assures that a search on xi is fast if there exists a node in X
 for which their position in X is close and their keys are close. Notice that the
 property equals the dynamic finger property ift(z) = 1. In similar way does it
 equal the working-set property ifxi=z. The unified property does thus imply
 both.


For the time being, no existing binary search tree has proved to have the uni-
fied property. There have even not been proved that this is a upper bound of
OP T(X). There is however made several pointer-based data structures which
achieve the property. There will in chapter5be considered a binary search tree
which is conjectured to have the property.
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Lower Bound


We want to be able to analyze how efficient a data structure is compared to an
 optimal offline binary search tree.


There will in this section be examined the known lower bounds for such a binary
 search tree. The lower bounds are interesting to consider, because any online
 binary search tree which is asymptotic as fast as the lower bound is dynamically
 optimal by definition 1.1. They can as well give a understand of what is not
 possible to achieve using the binary search tree model.



3.1 Wilbert’s First Bound


Robert Wilbert did in 1989 prove the first lower bound for binary search tree
 [Wil89]. There will be analyzed a binary search tree, T, with the keys S. A
 lower bound tree ofT is then a complete binary tree with leaves that each have
 a key inS (see figure3.1). The nodes are ordered symmetrically.


This tree is only used in the purpose of the analyzingT. The tree is static, and
 its structure will thus not change over time.


For an internal node with a key y, there will be considered the subsequence
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 r


1 2 3 4


Figure 3.1: For Wilbert’s first bound wheren= 4. Consider the noder. For
 the access sequenceX={2,3,4,1} willλ(r)then be 2.


X0={x01, x02, ..., x0h}ofX for which a node in the subtree’s ofyis accessed. An
 access x0i in X0 is defined as atransition of y ifx0i−1 < key(y)∧x0i ≥ key(y)
 or x0i−1 ≥ key(y)∧x0i < key(y). This means that the access sequence alters
 between searching for a node in the left or right subtree ofy.


Finally we denote the total number of transitions for an internal node y as
 λ(y) =|x0i∈X :x0i is a transition of y|.


Wilbert’s first lower bound is then the sum of transitions for all internal nodes
 added to the size of access sequences,m.


Theorem 3.1 (Wilbert’s first bound) For a given binary search tree
 T, there is a lower bound tree with the internal nodes Y. Consider a access
 sequence X of size m which is executed on T. A lower bound of the optimal
 execution ofX on T is then:


m + X


y∈Y


λ(y)


Using this lower bound, it can be observed that it is always possible to make a
 search for which there is a transition at all nodes on the root-to-node path of
 the searched node. It’s search cost is thus worst-case no less thanO(log n)time.



3.2 Interleave Bound


One variant of Wilbert’s first bound was introduced in 2004 for the purpose of
 easier application in the analysis of data structures[DHIP07].


The difference is that there is used an alternative lower bound tree,P, which is
complete and of the same size asT. (see figure3.2). A key ofT,S={1,2, ..., n},
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is now stored at each of the nodes, and not only at the leaves. The lower bound
 tree is still static.


left region


right region
 4


y


2


1 3


6


5 7


Figure 3.2: Lower bound treeP for the interleave bound. The left and right
 region is shown for a nodey.


We define transitions and λ(y) as described in section 3.1. Denote the set of
 internal nodes asY. Theinterleave of an access sequenceX is then defined to
 be:


IB(X) =X


y∈Y


λ(y)


The interleave lower bound is then:


Theorem 3.2 (Interleave lower bound) A lower bound of the exe-
 cution of an access sequence X on any binary search treeT of sizenis:


IB(X)/2−n


Regrettably, it becomes rather clear that this lower bound is far from optimal.


Consider the root-to-leaf path of the lower bound tree, which contains the child
 which was last touched. A search of any nodes on this path would not result in
 any transitions. By the lower bound it should cost at leastO(1)time. However,
 as the path contains log n nodes, its is obvious that more that constant time
 must be used.


Now a proof will be given for the lower bound.
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Proof of Interleave Bound


The following lines considers a nodey in P and define its left region to be all
 nodes in its left subtree plusyitself (see figure3.2). It similarly definesy’sright
 region to be all nodes in its right subtree.


Let then the transition point of y be the node in T with the lowest depth for
 which its node-to-root path contains a node from both the left and right region.


Now it will be shown that such a node exists for all nodes inP at any time.


Lemma 3.3 A transition point exists for any nodey at any time.


Proof. Define l to be the lowest common ancestor of all nodes of the left
 region ofy inT (see figure3.3). The keys of the nodes in the left region covers
 a subinterval of the key space spanned byT. lmust thus be a node in the left
 region as a lowest common ancestor must be in the interval.


In a similar way canrbe defined as the lowest common ancestor of all nodes of
 the right region. It follows by the same argument that works forl that r is a
 node in the right region. The nodes l and r is interesting to consider, as they
 must be visited when there is gonna be accessed a node in its corresponding
 region.


Lets consider the lowest common ancestor of all nodes in both the left and right
 region,q. Such a node must be a node in one of the regions, as the union of the
 keys in the regions covers a subinterval of all keys in the tree. Asq is defined
 to be the node with the lowest depth, it must either bel andr.


2
 l


1 4


3 6


r


5 8


7


transition
 point of y


Figure 3.3: T at a certain time forP shown in figure3.2.
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The node which is not the lowest common ancestor of the nodes in both regions
 must then be the transition point of y. An access of the transition point must
 visitqand itself, which is nodes in different regions. 


There will for the rest of this section be continued to use the definition of l, r
 andq.


The transition point of y will not change in a sequence of accesses where the
 transition point is not touched. This is obvious as no modifications can be done
 at the transition point or on its subtrees, without accessing it (by definition of
 the model1.0.1).


No nodes can thus enter or leave the subtrees of the transition node.


Lemma 3.4 Let X be a sequence of accesses for which the transition point of
 a node y is not touched. Then is the transition point ofy the same node during
 the execution ofX.


Finally it will be proved that nodes have a unique transition point. This implies
 that only one transition can happen when the transition point is touched.


Lemma 3.5 A node in T is a transition point for at most a single node in P
 at any time.


Proof. Let y1 and y2 be any nodes in P. It will now be shown that these
 elements can not have the same transition point inT by considering two cases.


The first case is thaty2is in the subtrees ofy1. The transition point of y1 can
 then be a node in the regions ofy1 or not. If it is not thenl and r is distinct
 nodes. If it is, then we would have that the transition point ofy1 is the lowest
 common ancestor of all nodes in the regions of y2. But this is the same asqof
 y2and their transition points are thus different. By symmetry can it be shown
 that their transition points are different for the case therey1 is in the subtree
 ofy2.


The second case is that neithery2 and y1 is in the subtree’s of each other. In
 this case their regions is distinct and thus the transition point is not the same


node. 


The interleave bound (theorem 3.2) can now be proved by the use of three
 lemmas above:


Proof of Theorem 3.2. We proof this by counting the transitions points
which the sequence must touch.
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Consider the subsequence X0 ={x01, x02, ..., x0λ(y)} of X for which a transition
 happens on a node y. Every second search in X0 must access a node in the
 left region ofy, and thus touchl. Similarly, every second search must access a
 node in right region and thus touchr. The transition point ofy is eitherl or
 r. The point may change between beingl andr but this requires touching the
 transition point (lemma3.4). It follows that the transition point ofy must be
 touched at leastλ(y)/2−1times.


There can now be summed over the number of touches for transition point inP.
 This is okay, as lemma3.5 proves that the transition points is unique for each
 node inP. LetY be the set of nodes inP. The interleave bound then follows:


X


y∈Y


λ(y)/2−1 =IB(X)/2−n






3.3 Other Bounds


A second lower bound was also given by Wilbert [Wil89]. The bound has not yet
 been found usable in practice. However, it have several benefits, for instance it
 does not depend on a lower bound tree. Furthermore, it is closer to the optimal
 running time, but it have never proved to be more than a constant factor better
 that his first bound (which we just have considered) [CD09].


Two other lower bounds exist which are closely related to each other, The In-
dependent Rectangle Lower Bound [DHI+09] and The Rectangle Cover Lower
bound [DDS+05]. Both uses a geometric view of tree’s and is conjectured to be
a constant factor from each other [CD09]. Both is proven to be at most as high
as Wilbert’s second lower bound.
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Tango Tree


This chapter will consider a binary search tree which is the first to be proved
 O(log log n)factor fromO(OP T(X)). It is also calledO(log log n)-competitive.


This is an analytical improvement as regular trees are only known to beO(logn)-
 competitive.


Tango trees were proposed in 2004 [DHIP07] and use the interleave bound (see
 section3.2) to achieve their result. The main idea is keeping track of the state
 of the lower bound tree,P.


Consider aP where each node is augmented to know which child was previously
 accessed (see figure4.1). We denote this child as itspreferred child. By conven-
 tion a node have a left preferred child if it was the node which their previously
 was searched for. A child that has not previously been accessed is called the
 non-preferred child. Initially no nodes are preferred.


The preferred children may change in order to be up-to-date on what nodes
 were previous access. There is an important connection between the changes of
 preferred children and the interleaveIB(X)(as defined in section 3.2). Let us
 now consider lemma4.1.


Lemma 4.1 The number of times a node alternate between having a left or
right preferred child is equal to the interleave,IB(X), for the access sequence.
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Proof. A preferred child is the left child given that the previous access was
 in the left region. Similarly, if the previous access was in a node in the right
 region, the preferred child is also right. A node can only have one preferred
 child. So a change in which region was previously accessed implies a change of
 the preferred child and the other way around. The lemma then follows. 


Figure 4.1: Lower bound tree, P. A node have a thick edge to its preferred
 child, and a dashed edge to its non-preferred child.


Letthe preferred paths be the paths for which you start at a non-preferred node
 and move by edges to preferred children. A preferred path haveO(log n)nodes
 asP is balanced.


For tango trees to beO(log log n)-competitive the following is required:


Search on preferred path A search which only accesses nodes on a single
 preferred path would not make any transitions (see section 3.1). It then
 follows, by the definition of the interleave bound (theorem3.2), that tango
 tree’s may use worst-case O(log log n)time.


Access non-preferred child A transition is made for each non-preferred child
 which is accessed. Thus, the addition of O(log log n)time is allowed in
 order to access nodes in the preferred path of which the non-preferred
 child is in.


Please note that tango trees do not support insertion and deletion of nodes.


This is due to the limitation that the interleave bound requires the lower bound
 tree to be static.


Also, a tango tree is a self-adjustable tree. There is therefore no guarantee that
a tango tree is balanced.
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4.1 Auxiliary Tree


There is an exact correspondence between the nodes in the lower bound tree and
 the tango tree. Tango trees store each preferred path of the lower bound tree in
 an augmented red-black tree, which is denotedAuxiliary tree. The augmentation
 will be described later on.


InP, an edge between a node and its non-preferred child corresponds to an edge
 between two preferred paths. Such an edge is in T represented by a pointer
 (stored as an edge) that connects the auxiliary trees which describes the two
 preferred paths.


LetA1andA2be the preferred paths representing the auxiliary trees mentioned
 above. A2will then be inserted intoA1, without rebalancing the tree. By doing
 thisA2is stored at a leaf ofA1. The connections to all the auxiliary trees make
 up a single treeT (the tango tree) as shown in figure4.2.


The root of the tango tree is the root of the auxiliary tree which contains the
 root of the lower bound tree.


A2


A1 A3 A4A5 A6 A7 A8


A5


A2


A1 A3


A4


A6 A8


A7


Figure 4.2: On the left: Lower bound tree with highlighted preferred paths.


On the right: The Tango tree with its auxiliary trees shown.


Each auxiliary tree will still be treated as an individual tree. It is thus necessary
 to be aware where the auxiliary trees are. In order to do so, an additional bit
 is stored on each node which decides if it is a root of an auxiliary tree or not.


Note that a tango tree complies with the binary search tree model though it
actually has several trees in it.
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Additional Data on Nodes


The auxiliary trees are augmented to store additional information about the
 lower bound tree forT. The data is used by the search algorithm.


First, let each node,viinT store the depth of its corresponding node inP. This
 depth will be denoteddP(vi). Eachvi is then augmented to know the maximum
 and minimum depth (inP) of all nodes in its subtree of the auxiliary tree.


These values must be updated each time a node inTis modified (such as rotated)
 so that they are always up-to-date. This is simply done without changing of the
 asymptotic running time as only the nodes on the node-to-root path need to be
 updated [CLRS09].



4.2 Tango Search Algorithm


The search algorithm for tango trees will now be considered. The algorithm
 starts by having a pointer at the root and moves the pointer like a classic
 binary search tree.


The pointer may meet the nodeu, which is characterised by having an edge to
 an other auxiliary tree, and it is possible that the pointer moves by the edge
 into the new auxiliary tree. Such an access will change the preferred path in
 the corresponding lower bound tree ofT. The change of the preferred child in
 P can be described as in figure 4.3: Firstly, the path cuts into two: One with
 depth more than dP(u), and one for the rest. Secondly, the path of the lowest
 depth is joined with the path which contains the non-preferred child.


The auxiliary trees are intended to always represent a preferred path regardless
 of the changes that are made during searches. Thus, there will be made changes
 to the auxiliary trees that are similar to what is done to the preferred paths
 of the lower bound tree. The cut- and join- step will be described in the next
 sections.


Finally, the root and the node you search for is in the same auxiliary tree. The
 search thus ends by finding the wanted node by a regular binary search.


The next sections will consider a transition at a node u. The segment of the
preferred path with greater depth than d is denoted D. The preferred path
which contains the non-preferred child ofuis denoted D0.
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u


Cut


u


Join


u


Figure 4.3: The steps of how the preferred path is changed by the transition
 atu. Notice that the non-preferred children is not shown, except
 foru.



Cutting Auxiliary Trees


The cut operation turns the auxiliary tree, which containu, into two trees. The
 first auxiliary tree A contains all nodes which have a depth in P that is less
 or equal to dP(u). The rest of the nodes, D, is in a separate auxiliary tree
 underneath. The cut operation correspond to turning a preferred child in P
 into a non-preferred.


To do so the cut operation uses the split and concatenate function:


split(A, k): The algorithm takes a treeAand a keykin A. Split then modifies
 the tree so that the root have the keyk. Its left subtree contains all nodes
 with smaller keys and its right contains the nodes with bigger keys.


concat(vk, A1, A2): The concatenation takes a node with key k, and a treeA1
 whose nodes have keys less thankand another treeA2whose nodes have
 keys higher thank. The algorithm then returns a single tree containing
 all nodes ofA1,A2andvk.


Robert Tarjan proves that such an algorithm exists for Red-Black Tree with
 worst-case running time of O(log n0) where n0 is the number of nodes in the
 tree [Tar83].


Now consider how these operations can be used to do a cut operation. Let l0
be the node with the biggest key smaller than all keys inD. Similarly,r0 is the
node with the smallest key which is bigger than all keys inD. All keys between
these adjacent keys are in D as a path covers all keys in a interval of the key
space. It is later shown how to find these nodes.
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Assuming these nodes can be found we are able to do the cut operation as follow
 (see figure4.4):


A
 l’ r’


split(A,l’)


l’


B C


r’


split(C,r’)


l’


r’


B


D E


Mark D as its
 own auxiliary
 tree


l’


r’


B


D E


concat(r’,D,E)
 l’


D


B E


r’


concat(l,B,E)


D
 F
 l’ r’


Figure 4.4: Cutting a tree A0 into two trees: Aand B. The figure is based
 on a figure from the original paper [DHIP07].


Let the tree be split on the key of l0. Then let the right subtree of the root be
 split on the key ofr0. The left subtree of r0 now contains all nodes betweenl0
 andr0 and must therefore have a depth in P lower thandP(u). It is thusD.


Let the subtree be its own auxiliary tree by changing the bit of its root so that
 it represents the root of a new auxiliary tree.


Letr0 and its subtrees be concatenated and let thereafterl0 and its subtrees be
 concatenated. This will result in an auxiliary tree withD in another auxiliary
 tree underneath.


Findingl0 and r0


In order to find l0 and r0 fast a classic search can not be used as the nodes
 are ordered by their key and not depth. It will now be considered how to find
 l0. The approach is to find the left most node in D, denoted l. l0 is then its
 predecessor.


First, letdbe the lowest depth of the nodes inD. D andD0 are both subtrees
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of u, and the value of dcan therefore easily be found as it is equivalent to the
 lowest depth of D0. Letv be the root of the auxiliary tree to join. d is then
 either the depth ofvor lowest depth in the subtrees ofv. Both values are stored
 onv, anddcan be found as by identifying the lesser value.


Knowingdwe can findlby following the left most path from the root for which
 the nodes or their subtrees have depth greater or equal tod.


r0 can be found by a similar method by symmetry.



Joining Auxiliary Trees


When two auxiliary tree are joined it turns into a single auxiliary tree containing
 all the nodes. This is done the same way as cut is done. Once again there can be
 found an valuel0 andr0 which is adjacent toD0. It requires two split operations
 in order to haveD0in its own subtree ofT. The bit on root ofD0is then changed
 so that it is not the root of an auxiliary tree. Finally, two concatenations can
 turn it into a single balanced tree again.


Figure 4.5 shows the keys ofD and D0 on a number line. It is obvious that u
 is either l0 and r0 during a join asD0 is a subtree of u. By symmetry must u
 either bel0 andr0 for the cut operation.


This means that there can be one split and one concatenation less if cutting and
 joining is done at the same time. This means that a join and cut operation can
 be done by three splits and three concatenations in total.



4.3 Analysis


This section analyzes how tango trees performs. Initially it will consider tango
 trees worst-case running time as a function of the changes between nodes pre-
 ferred child.


Theorem 4.2 The worst-case running time of a tango tree with n nodes is
 O((k+1)(log log n))wherekis the number of times a node changes its preferred
 child.


Proof. By design there is a exact correspondence between a preferred path and
an auxiliary tree. A search must thus access nodes fromk+ 1auxiliary trees.
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Figure 4.5: Transition of ushown in the lower bound tree,P. The keys are
 plotted on a number line beneath.


The "+1" is added because there always are accessed nodes in the auxiliary tree
 containing the root.


A search in an auxiliary tree takes O(log log n) time as it is an balanced tree
 withO(log n)nodes.


Furthermore, time is spent on updating the trees k times such that they con-
 tinues to represent the preferred paths. Each update contains a cut and a join
 operation. This is a constant number of split and concatenation operations and
 the flip of a bit on two nodes (one to indicate that its a root, and one to indi-
 cate that another node is not a root anymore). The auxiliary trees are of size
 O(log n). Hence this takesO(log log n)time.


Finally, time is spent locatingl0 andr0 which will be used for the cut and join
 operations. For each of them a simple search is done (where depth is taken into
 count) and one operation of respectively finding a predecessor or a successor.


This is ofO(log log n)time.


The running time must hence beO((k+ 1)·log log n). 


In the worst-case scenario can a search execution be touching O(log n) non-
 preferred children. Thus, there exist sequences where each search takesO((log n)·


(log log n)). This is larger than the most known self-balancing data structures.


Let us now prove tango trees competitive running time.
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Theorem 4.3 Let it be assumed that m = Ω(n). The execution of a search
 sequence X takes at mostO(OP T(X)·(log log n))for tango trees.


Proof. It takes at most naccesses to let all nodes (which is not leaves) have
 a preferred child. By theorem3.2the running time ofX is then:


O((k+n+m) ·(log log n)


By lemma4.1it is known thatk=IB(X). The expression can thus be rewritten
 as:


O((IB(X) +n+m) ·(log log n)


It can now be deducted that the interleave bound states that IB(X)/2−n≤
 OP T(X). m is always less than OP T(X) (as the node search for must be
 touched) so the execution takes at least:


O((OP T(X) +n) ·(log log n)


The theorem then follows when the assumption is applied that m= Ω(n). 



4.3.1 Performance against Upper Bound Properties


Tango trees are closer to optimal than most. But unfortunately, tango trees
 still do not perform well against the upper bounds described in section2. This
 thesis applies the properties to the data structure and finds that tango trees
 have neither of the properties.


Lemma 4.4 The execution of the sequential access sequence X ={1,2, ..., n}


take O((n+ 1)(log log n))time for tango trees.


Proof. The strategy is to count the number of alternations between nodes
 the preferred child when allnnodes is accessed. For every internal nodes must
 there be one access in the left region and one in the right region. In total are
 there O(n) changes of preferred children. A sequential access does then use


((n+ 1)(log log n)time. 


This is log log n of the results for the sequential access sequence. The result
 does also show that tango trees do not have the dynamic finger property as it
 is a generalization of the sequential access property.


Lets us consider the working-set property.
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Lemma 4.5 Tango trees does not have the working-set property.


Proof. The result is found by a disproof. Consider an access sequence with
 a constant sized working-set. Let every access be on a key of a leaf in the top
 auxiliary tree. Each search is then equal to a regular search in a red-black tree.


Every search then takes(log log n)time. 


A tango tree does also not have the unified property as it would require that a
 tango tree also have the working-set and dynamic finger property.



4.4 Tango Inspired Trees


It is a challenge for tango trees that the auxiliary trees use red-black trees where
 nodes keep a fixed depth. Section 4.3.1 shows that tango trees does not have
 the working-set property by searching for nodes atΩ(log log n)depth.


One idea would be to replace red-black trees with a self-adjusting binary search
 tree This is possible to do as long as the search, split and concatenation operation
 is supported.


This is done by for instance multi-splay trees which use splay trees instead
[WDS06]. The search algorithm is nearly the same but achieves some better
results: Each search takesO(log n)amortized time and it is proved to have the
working-set property [DSCW09].
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Splay Tree


A splay tree is a self-adjusting binary search tree which is proved to have very
 good results in respect to the upper bounds of the optimal offline binary search
 trees (see chapter 2). The data structure was introduced by R. E. Tarjan and
 D. D. Seator [ST85].


It has proven to have the working-set property, dynamic finger property and
 sequantial access. It is even suspected to have the unified property. Its running
 time is amortizedO(log n).


Most interesting is that it is conjectured to be dynamic optimal. However, it is
 still not proven being any better than aO(log n)factor from optimal.


The data structure and search algorithm is very simple however its analysis i
 very complicated. There will in this chapter first be described the data structure
 and afterward there will be analyzed its asymptotic running time.



5.1 The Data Structure


The data structure is a clean binary search tree. This means that no additional
data is stored at the nodes.
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5.2 Search Algorithm for Splay Trees


A search on a key xi uses a regular binary search in order to find the node.


When the node is found, an algorithm calledsplay is applied in order to move
 the node to the root.


The idea is to keep nodes which have recently been accessed close to the root
 and in the mean time reduce the depth. Doing this will make future searches
 on these nodes faster.



Splay


The splay algorithm uses rotations in order to movexi to root. For every step
 the node, its parent and grandparent (if existing) is considered. This gives us
 three cases (and three mirrored cases which is handled similarly). The cases are
 namedzig,zig-zig andzig-zag, and they are shown in figure5.1.


Each of the steps described above reduce the depth of the subtrees ofxi. Notice
 that the splay-operation is simply rotatingxi besides for the zig-zig case. This
 is because the constantly rotating ofxiwill not reduce the depth of the subtrees
 of xi in this particular case. The steps is conducted repeatedly until xis the
 root (see figure5.2).


The zig-case (see figure5.1a) happens no more than once per splay. This is if
 xi is a child of the root and therefore do not have a grandparent.


Each step takesO(1)time as they contain no more than two rotation and each
 of these changes a constant number of pointers.



5.3 Analysis


In order to analyze its amortized running the potential function is used. Every
 node,v, will thus be given a potential which is denoted as itsrank,r(v).


Consider figure 5.3. The weight w(v) of a node v is defined as an arbitrary
number. It is equal for all nodes and will not change through time for this
specific analysis. The sizes(v)ofv is then the total weight of all nodes inv’s
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(c) Zig-zag case.


Figure 5.1: The three cases for splayingxi. The figure is based on an illustra-
 tion from the original splay tree paper [ST85].


subtrees and vitself. The rank is then equal to:


r(v) =blog(s(x))c



Rank Rules


This section will clarify two minor lemmas about nodes rank which are called the
 Rank Rules [Sle02]. These will later on be used for the prove of the amortized
 running time.


Lemma 5.1 (Rank Rule 1) If two siblings have the equal rankrthen their
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Figure 5.2: The splay of the nodex. Firstly, a zig-zag case is executed, then
 a zig-zig case and finally a zig case.
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 Figure 5.3: The weight, size and rank of nodes in a tree. All nodes in this


example have a weight equal to 1.


parent must have a rank higher than r.


Proof. The two siblings must each have a size of minimum2r(by definition of
 size). Their total sizes are therefore at least 2r+ 2r= 2r+1, and their parents


must thus have a rank ofr+ 1or higher. 


Lemma 5.2 (Rank Rule 2) Consider a node v0 with the two children v1


andv2. Ifv0 andv1 have the equal rank rthenv2 must have a rank lower than
 r.


Proof. v0 can have a size no larger than2r+1−1. On the other hand, the size
ofv1 is at least2r. The largest size whichv2 can have is thus2r−1. The rank
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is therefore lower thanr. 



Running Time Analysis


Let there now be considered the running time of the splay tree. The access
 lemma describes splay trees’ amortized running time by applying the rank func-
 tion.


Lemma 5.3 (Access Lemma) A splay tree with root t has the amortized
 running time 3(r(t)−r(x)) + 1 for splaying a nodex.


Proof. The approach is to consider each step of the splay-algorithm (see figure
 5.1) one by one. Let r0(x)be the rank of the node to splay after the step. The
 prove is then to show that each step costs at most3(r0(x)−r(x))beside for the
 zig-case where an additional constant may be used. The total costs of all steps
 is3(r(t)−r(x)) + 1. Notice that the "+1" is from the zig-case which occur only
 once or not at all.


Let there now be considered the 3 steps. The parent and grandparent of xis
 denoted respectively as yandz.


Notice that the rank of these nodes changes during a step, as other nodes’


subtrees stay the same. These nodes are therefore only considered. The nodes
 never have a rank higher thanr0(x) during the execution of a step asxis the
 node with the highest level. It is thus enough to assure that there are r0(x)
 tokens for each node which increases its rank.


Zig Case


There is paid 1 for the actual cost of the step. The new rank ofxis covered by
 r(y) as they are of equal value. r0(y) is covered by the tokens ofr(x) and by
 letting additionalr0(x)−r(x)be paid. This is enough tokens asr(x) +r0(x)−
 r(x) =r0(x).


The total cost isr0(x)−r(x) + 1which is less that3(r(t)−r(x)) + 1.


Zig-zig case


Two situations are considered for for this step: Either the step changes the rank
 ofxor not.


The first situation (the rank does not change) can be illustrated as in figure5.4.


The rank of a node is written above the node on the figure as a variable. After
the first rotation is z a child ofy and a sibling of x. By lemma 5.2 the rank
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Figure 5.4: Zig-zig case when the rank ofxdoes not change. Based on a figure
 from [Sle02].


of dmust have decreased. The subtrees of z does not change during the next
 rotation so their rank stays decreased.


So there is release at least 1 token from potential (asr0(z)−r(z)≤1), and this
 can be used for paying the actual cost.


The second case (the rank does change) can be seen in figure5.5.
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Figure 5.5: The zig-zig case when the rank ofxchanges. Based on figure from
 [Sle02].


The increase ofx’s rank can be covered by the rank ofzas r(z) =r0(x).


To coveryandz’s rank are there paid for additionalr0(x)−r(x)tokens for each
 to increaser(x)and forr(y)to be equal tor0(x).


Additionalr0(x)−r(x)(which is at least 1) is spent for doing the actual job.


The total cost is3(r0(x)−r(x)).


Zig-zag Case


Once again, two situations are considered: The rank of x changes during the
 step or it does not.


The first case (the rank does not change) is illustrated in figure 5.6. In this
 situation isy andz children ofxafter executing the (zig-zag) step. Rank Rule
 2 says that they cannot both have the same rank asx(lemma5.2). Therefore,
 at least one token is released which is used for doing the job.


For the second situation (where xchanges its rank) the rank of the nodes can
 increase.


r0(x)is covered by the tokens of r(z) as they have the same value. Similarly,
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Figure 5.6: Zig-zag case where the rank of xdo not change. Based on figure
 from [Sle02].


r(y)≥r0(y), so the rank ofy can be covered by them.


r0(x)−r(x)is paid in order to increaser(x)enough to cover the tokens forr0(z).


Additionally r0(x)−r(x)is paid (which is at least 1) for the actual cost. The
 total cost is2(r0(x)−r(x)).


The zig-case has now been proven to cost no more than3(r0(x)−r(x)) + 1and
 3(r0(x)−r(x))for the two other cases3(r0(x)−r(x) + 1. The prove is thus done.





If the weight of all nodes is set to be1 then the root has a rank ofr(t) =log n.


A leaf has a rank of0. The asymptotic running time is thus worst-case:


3(r(t)−r(x)) + 1 = 3(log n−0) + 1 =O(log n)
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Experimental Comparison


In this chapter tango, splay and red-black trees are compared experimentally
 with different access sequences.


These accesses sequences are among other reasons chosen in order to show their
 performance against the upper bounds described in section2.


The trees are implemented in Java and are constructed in such a way that the
 code is reused between the data structures. Figure 6.1 shows a class diagram
 of the model representing the nodes. The class BSTNode represent the basic
 model of binary search trees as defined in section1.0.1.


The splay tree does not use any additional data and is thus using BSTNode as
 its model.


Red-black trees store an additional bit on the nodes to represent their color.


The class RedBlackNode inherits the BSTNode class and adds the additional
 information to the model.


Tango trees extend red-black trees to store additional augmented data. Their
model therefore inherit from the model of red-black trees. Other trees do exist
that are inspired by the tango trees and use other data structures than red-black
trees (see section4.4). Therefore, this project use an interface, so that the tango
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«Interface»


TangoNodeInterface


RBTangoNode
 isRootOfAuxTree: bool
 depthInP: int


minDepthInP: int
 maxDepthInP: int


RedBlackNode
 color: Color


BSTNode
 key: int


parent: BSTNode
 left: BSTNode
 right: BSTNode


Figure 6.1: Classes representing nodes of the data structures.


tree model can easily be exchanged to other models with the same interface.


The classes representing the trees that are structured in a similar way (see figure
 6.2). An abstract class namedBST is used to describe the public interface and
 the operations that are shared between the data structures (such as rotation).


Tangotree


RBTree Splaytree


BST


Figure 6.2: Classes representing the trees.
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How the Trees are Compared


The experimental execution are conducted by the classTimeTest which use the
 classSequenceGen to generate the access sequences.


All trees have theirn nodes inserted{1,2, ..., n} in random order. Notice that
 there might be minor changes in performance if the nodes are inserted in a differ-
 ent order. For instance will the splay tree initially be an unbalanced chain if the
 nodes are inserted in sequential order. However, the difference in performance
 should be small as long access sequences are applied.


For tango trees a search on each node of the tree is made prior to the experiment.


By doing this does all internal nodes in the corresponding lower bound tree have
 a preferred child. At this point should the tree perform a O(log log n)factor
 from optimal, OP T(X).


The trees are compared by two parameters: The time to execute the access
 sequence and the number of nodes which are touched during this execution.


A data table with the experimental results can be found in the appendix.



6.1 Dynamic Finger


In order to compare the data structures performance against the dynamic finger
 property (see section2) are the following access sequence applied:


{1,1 + 1i,1 + 2i, ..., n,(n−1i) + 1, ...}


This is an access sequence where the previous search always is the distance i
 away. An exception is when the sequence reachesnfor which a search of distance
 i−1is taken. This is done in order to assure a working-set of sizeO(n).


A data structure which have the dynamic finger property should be able to
 execute each step in amortizedO(log i)time.


Figure6.3plots the result with different key distances,i. A tree is applied which
 have the sizen= 2500000, and the length of the access sequence ism= 5000000.


The graphs show that the running time of the red-black tree is about constant
when i change. This is expected as its running time is independent on i (the
depth of the tree is never changed).
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Splay trees are proved to have the dynamic finger property. It is thus expected
 that the running time is increased logarithmically when the key distance grows.


The experimental results confirm this.


Notice that the experiment has found that splay trees are the best performing
 data structures when the key distances is small.


In the experiment, tango trees perform significantly worser than the other data
 structures. However its performance improves when the key distace grows. We
 have made following hypotheses for why this happens:


When a search are made will the next accessed nodes be the distance i away.


This means that preferred children are unchanged in a large subtree which grows
withi. The preferred paths will stay the same in this subtree. At a certain point
will the sequence again access nodes in this tree. These searches should thus
only follow few non-preferred children in order to succeed.
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Figure 6.3: Dynamic finger experiment. The upper plot shows the time used
for executing the sequence. The lower plots show the touched
nodes. For the experiment aren= 2500000andm= 5000000.
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6.2 Sequential Access


A data structure with sequential access property should be able to visit all n
 nodes inO(n)time. Figure 6.4compares the performance when the sequential
 access sequence{1,2,3, ..., n}is executed with different values of n.
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Figure 6.4: Sequential Access experiment. The time usage (upper plot) and
 the touched nodes (lower plot) for the experiment is shown.


The following is an explanation of the result. Splay trees does have the sequential
 access property which the experiment also shows as the time increases linearly.


Red-black trees are expected to grow by O(n log(n)) as m equals n. Our
observations confirms this (examine data table in the appendixA.2 for better
examination).
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Tango trees time usage expected to grow byO((n+ 1)(log log n))(see prove for
 lemma4.4). This is also the case for the experimental results.


Notice that red-black trees are found to be the best to perform whennis small.


This can be explained by the fact that red-black trees don’t pay a high cost for
 adjusting the tree when searching. But when the number of nodes increases are
 this cost less dominating and splay trees therefore perform best. In none of the
 cases the tango tree appear to be the best.



6.3 Working-set


This section describes an experimenting comparison of the data structures for
 variating sizes of the working-set,t(see section2). This is done by executing an
 access sequence in which a search for the same key is conducted with a frequency
 oft.


Figure 6.5 plots the performance for red-black trees and splay trees. For the
 experiment a tree is used which has3,000,000 nodes and an access sequence of
 length: 10,000,000. The plots show the data series RB and Splay which are
 the execution where random keys are chosen for the working-set.


In addition the best and worst-case scenario shown for red-black trees. This
 best-case situation is for red-black tree to have a working-set where the keys are
 of the nodes closest to the root. The worst-case situation is that the working-set
 contains keys which are all stored on the leafs.


The number of touched nodes can easily be explained by the theory. The time
 usage for the worst-case situation stays constant as it is bound by its worst-case
 running time ofO(log n)wherenstays constant. For the best-case situation the
 time usage grows logarithmically by the size of the working-set. This is because
 the accessed nodes have a maximum depth ofO(log t).


Splay trees are proven to have the working-set property and should touch
 O(log t) nodes. This seems to be the case for the experiment.


Notice that the plot of the time usage does not clearly reflect the number of
 touched nodes. It is suspected by us to be caused by the caching of the operating
 system. It seems likely that cache could have a large impact on the running time
 when several searches frequently are conducted on the same nodes.


The experimental results for tango trees can be seen in figure 6.6. The experi-
ment uses the same value of nand mas for the other data structures.
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The data-serie calledTango are execution where a random chosen working-set
 are used. A search can access no more than t non-preferred children during
 a search. This is because a search can only switch a single preferred child in
 respect to a path of interest. We therefore expect the search time to grow with
 tbut stagnates as which nodes is preferred converges toward being random.


The best- and worst-case situation for tango trees are furthermore executed.


The best-case scenario is that a search is made for each node on the preferred
 path. Then the pointer is repeatedly moved by to one non-preferred child.


Searches is then made for the new nodes on the preferred path.


The worst-case scenario is to search for nodes for which the pointer only moves
 by non-preferred children until it is in the auxiliary tree with highest depth.


The running time for each search should then beO(log n·log log n)(by the use
of theorem4.2). The only exception for this is the first search in the round of
searches as we do not know the state of the lower bound tree. In this case the
search time can be less. We suspect this to be the reason for the search time
increases as found in the results of the experiment.
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Figure 6.5: Working-set experiment for red-black trees and splay trees. The
upper plot shows the time usage and lower plot shows the number
of touched nodes. For the experiment is n = 3000000 and m =
10000000.
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Figure 6.6: Working set experiment results. The upper plot shows the time
usage and the lower plot shows the number of touched nodes. For
the experiment isn= 3000000andm= 10000000.
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6.4 Unified Property


In order to consider the data structures performance against the unified property
 are the following access sequence used:


{1,n


2 + 1,2,n


2 + 2, ..., n}


This sequence has the property that every second search is a constant distance
 away in key-space. A data structure with the unified property should by theorem
 2.4 be able to execute the sequence in O(m log(1)) = O(m) time. If a data
 structure has the working-set or dynamic finger property, the running time is
 O(m log n).


Figure 6.7 shows the results when executing the access sequence on red-black
 tree and splay tree. nis changed through the experiment whilem= 100000000
 stays constant.


Once again, red-black trees grow byO(log n)because of its worst-case running
 time.


Splay trees is conjectured to have the unified property, but it is not proven yet.


If this is the case the running time should stay constant as it only depends on
 m. The experimental results justifies this conjecture as the running time is close
 to constant (it stagnate when highermwas chosen).


Figure 6.8 shows the experimental results for tango trees. The length of the
 access sequence is the same as for the experiment on the other data structures.


The reason it has its own figure is that its time consumption was found to be
 significantly larger. Its time usage grows slowly. Our hypothesis is that this
 is caused by every second search being close in key space. The access between
 the searches can at most change one node from the previous preferred path.


Therefore does the searches only need to visit few non preferred children.
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Figure 6.7: Unified property experiment for red-black trees and splay trees.


The upper plot shows the time usage and the lower plot shows the
number of touched nodes. For the experiment ism= 100000000.
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Figure 6.8: Unified property experiment for tango trees. The upper plot shows
the time usage and the lower plot shows the number of touched
nodes. For the experiment ism= 100000000.
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6.5 Random Access Sequence


The final experiment compares the data structures when an access sequence
 is used where keys are chosen randomly. Figure 6.9 shows the results of the
 execution with different size ofnwhilem= 10000000stays constant.


Red-black trees are expected to always be best for random access sequences.


This is because it will not help adjusting the tree. All you can do is to minimize
 the depth of all nodes and this is what self-balancing binary search trees do.


This experiment shows that self-adjusting trees are only interesting to consider
if you know that accesses will come in a systematic order.
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Figure 6.9: Random access sequence experiment with m = 10000000. The
time usage and the number of touched nodes are plotted as a
function ofn.
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Chapter 7



Conclusion


Tango trees are proved to be O(log log n)-competitive. However, this thesis
 shows that tango trees do not perform well against the upper bounds of the
 optimal offline binary search tree. Our results prove that a tango tree uses
 (n log log n)time to execute the sequential access sequence and does not have
 the working-set property.


Splay trees, on the other hand, are known to have the dynamic finger, sequential
 access and working-set property, however it is never proved to be more than
 O(log n)-competitive.


The thesis has made an experimental comparison of the two data structures and
 red-black trees. The results show that red-black trees are the best data structure
 if the access sequences consist of random chosen keys (in random order).


However, splay trees may be the best if the access sequence contains searches
 in a systematic order and the tree stores a large number of keys. Splay trees
 are found to be good if searches in the access sequence are close in times or key
 space.


It was not possible to find any case where tango trees performed better than
the other data structures. Often the time usage was significantly higher than
the other. We do therefore not recommend the data structure to be used in
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