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(3)Abstract


Reaching deep sub-micron technology within the near future makes it possible to
 implement complex embedded Multiprocessor System-on-Chip (MPSoC) as a sin-
 gle chip solution. Combined with the requirements for short time to market and
 low production cost, make designs rely on IP core re-usability. To cope with the
 increasing complexity of the software and hardware design space, the SoC designer
 rely on simulation tools to be able to make crucial design decisions at an early stage
 in the design phase; especially related to the SoC communication platform. For ef-
 ficient and powerful design space exploration, the ultimate simulation tool consists
 of a library from where the SoC designer can freely select from a variety of differ-
 ent SoC models, representing IP cores at different abstraction level and then be able
 to integrate these into a common SoC communication platform (e.g. NoC) having
 the same interface to the different models. Thus constructing a simulation frame-
 work for a particular design space can be fully customized, relative to representing
 the abstraction level of the different IP cores as desired.


This project work contributes to reaching this goal by proposing a methodology
for extending a SystemC based high-level RTOS model for MPSoC[7] to support
inter-processor communication using OCP2.0 at TL1 and TL0. Also presented is
a methodology for configure a simulation framework in a fast and easy manner,
based on a configuration file. Further, a new SoC communication platform model
is proposed, allowing abstract modeling of different topologies, such as bus and
mesh, while still being able to support communication of real data; also at cycle
true level. Finally, different design space exploration experiments are presented
with the aim of showing the capabilities of the new models.
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Introduction


In embedded system design the SoC communication platform is becoming an im-
 portant aspect of consideration, due to the increasing numbers of IP cores. Se-
 lecting an optimal topology and IP core placement is crucial for the system per-
 formance. Thus the SoC designer rely heavily on different modeling techniques
 and design tools to be able make decisions about the topology, which should be
 done at an early stage in the design phase. The ultimate design tool for a SoC de-
 signer, would consist of a library containing SoC models representing IP cores as
 well as SoC communication platforms at different abstraction level. Based on this
 library the designer would have the ability to construct a fully customized simula-
 tion framework, integrating the different types of models through a common SoC
 communication interface. Having a common SoC interface allows for easy and
 fast model exchange and thus abstraction level refinement, as desired. The flex-
 ibility of this methodology is indeed very powerful for design space exploration
 experiments as well as in-depth SoC communication platform analysis. An exam-
 ple of such a customized simulation framework is illustrated in figure 1.1, with the
 different model types described next.


ARM


MPARM 
 model


TG
 model


RTOS
 model


SoC communication platform (e.g. NoC)
 Memory


MPARM 
 model


Application
 model
 Application


model
 Application


model


OCP 2.0


Figure 1.1: Example of a simulation framework integrating different SoC models
 into a common SoC communication platform.


Building up such library tool set is an ongoing action at IMM, DTU. There are
11
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currently following SystemC based models available for MPSoC simulations:


• MPARM1 which is a cycle-true homogeneous MPSoC simulation frame-
 work, modeling IP cores such as ARM-processor, private processor memory,
 shared semaphore memory as well as Network-on-Chip (NoC) architectures
 based on AMBA, STBus and cross-pipes.


• OCP2.0 cycle true traffic generator2, for ARM processor emulation. This
 model precedes from the MPARM simulation framework.


• Abstract Real-Time Operating System (RTOS) model3. The model forms the
 foundation for the ARTS simulation framework, defining an abstract multi-
 processor architecture, operating at transaction level and with applications
 expressed as task graphs.


The MPARM and Traffic Generator models support SoC communication using
 the OCP 2.0 protocol. However, it is not possible to use the abstract RTOS model
 jointly with the other models, for SoC communication platform analysis, since it
 has no SoC communication interface.


To deal with this issue, this project aiming integration of the abstract RTOS model
 together with an OCP2.0 based SoC communication platform. The thesis proposes
 a methodology for expanding the abstract RTOS model to support OCP2.0 based
 SoC communication (inter-processor communication), related to inter-task depen-
 dencies. The methodology emphasizes on modularity to support backward com-
 patibility with the original model as well as making it easy to incorporate support
 for other SoC communication protocols. Additionally, a methodology is proposed
 for doing fast, easy and flexible configuration of a MPSoC simulation framework,
 based on the abstract RTOS model. The foundation for the methodology is based
 on a configuration file, written in a simple script language, defining design space
 parameters such as task declarations/partitioning, scheduling policies etc. In con-
 junction to this, a dedicated parser has been developed.


As an extension to the project, an abstract SoC communication platform model
 is proposed as well. The model favorers from being able to support communication
 of real data, at cycle true level, at the same time as having an abstract description of
 the communication topology (e.g. simple bus or NoC). This model also emphasizes
 on modularity, making it easy to implement support for new topologies as well as
 different SoC communication protocols; also at different abstraction levels.


It must be clearly emphasized that this thesis does not cover integration of the
 abstract RTOS model together with an ARM model, in the sense to emulate or
 support communication with an ARM processor model. Doing so has not been
 possible, because getting access to the MPARM model was not possible before


1Developed at DEIS, University of Bologna.


2Developed in corporation with IMM, DTU and DEIS, University of Bologna [14]


3Developed at IMM DTU [7]
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at a very late stage in the project phase. However, since both module now sup-
 ports inter-processor communication through a common SoC interface (OCP2.0),
 implementing this feature is indeed possible.


The rest of this thesis serves to document the work carried out in this project. The
 report is organized in the following way:


• Chapter 2 presents related work.


• Chapter 3 gives an introduction to the system level description language
 (SystemC and the Master/Slave library) used for modeling as well as the
 motivation for this for.


• Chapter 4 gives an introduction to the OCP protocol, highlighting some of
 the important features. It also gives a short introduction to the SystemC
 based transaction level library, used for abstract OCP channel modeling.


• Chapter 5 gives an introduction to the abstract RTOS model for MPSoC and
 highlights its characteristics and features.


• Chapter 6 presents a discussion of the approach used to extend the abstract
 PE model, based on the RTOS model, to support low-level inter-processor
 communication, related to inter-task dependency.


• Chapter 7 presents an overview of the new MPSoC simulation framework,
 based on the extended abstract PE model, by giving a brief introduction to
 the different modules, their behavior and how they interact.


• Chapter 8 presents the configuration file script language, used for configur-
 ing an abstract PE based MPSoC simulation framework.


• Chapter 9 presents the abstract SoC communication platform model, includ-
 ing and overview description.


• Chapter 10 presents three design space exploration experiments, based on
 simulation frameworks integrating the abstract PE and SoC communication
 platform models for showing their capabilities.


• Chapter 11 presents implementation specific details for the extended abstract
 PE model. This also includes modifications and improvements done to the
 original RTOS model.


• Chapter 12 presents implementation specific details for the abstract SoC
 communication platform model.


• Chapter 13 wraps up and gives a final conclusion


• Chapter 14 presents suggestions for future work and improvements.
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The report is relative long due to the implementation descriptions. Here is a sug-
gested way to this report: Chapter 2,3,4,5 serves as general introductions and may
be skipped or skimmed by readers already familiar with related work, SystemC,
OCP and the abstract RTOS model. Chapter 6,7,8,9,10 and 11 are essential for un-
derstanding the extended abstract PE model and the SoC communication platform
model. Chapter 11 and 12 may be skimmed or used as reference for readers not
interested in in-depth implementation specific details.
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Related Work


Different SoC models and frameworks have been proposed for MPSoC simulation
 at different level of abstraction. [12] presents a SystemC based MPSoC simulation
 framework for analyzing on-chip communication with cycle and bit true accuracy.


The framework (SWARM) consists of an adapted version of the ARM Instruction
 Set Simulator [3] for processor modeling. It also consists of memory, interrupt and
 semaphore devices as well as interconnection modeling based on AMBA AHB or
 STBus. The authors demonstrate that the platform is suitable for doing benchmark-
 ing and quantitative analysis (performance comparison and architectural design
 space exploration between AMBA AHB and STBus), based on realistic workloads.


[14] focuses on performance improvement for cycle and bit true simulations, using
 an OCP2.0 compliant traffic generator (TG) for ARM processor emulation. The
 model precedes from the MPARM simulation framework, which is an extended
 version of [12], also using OCP 2.0 protocol in the SoC communication interface.


The traffic generator (TG) model favorers from being reactive and able to handle
 unpredictable network behavior like resource contention etc. Based on a reference
 simulation, using the ARM processor model to emulate, the RTL communication
 trace is analyzed and a TG program is generated using appropriate tools. The ad-
 vantage of using a TG is, that the complex application specific details in the IP
 model is abstracted away, thus reducing simulation time with a factor of 2..4. In
 [13] an abstract modular RTOS model for MPSoC is presented. It operates at trans-
 action level and uses task graphs for application modeling. The RTOS models basic
 RTOS services, covering synchronization, resource allocation and task scheduling.


It has been implemented using SystemC and the Master/Slave library. The flexi-
 bility of the model is clearly demonstrated in [23], where it forms the foundation
 of an abstract Network-on-Chip (NoC) simulation framework for MPSoC. In the
 simulation framework, all low level network details are abstracted away and net-
 work communication is simulated using message tasks. The NoC communication
 is managed and modeled by a dedicated communication processor, also based on
 the abstract RTOS model. Additional, the abstract RTOS model can also be used
 in conjunction to wireless sensor network modeling as demonstrated in [9].


15
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The model presented in [10] also covers RTOS modeling and is similar to [13].


However, it has been implemented on top of SystemC, to overcome the lack of
 support for modeling dynamic real-time behavior, like task synchronization and
 preemption. This approach supports even higher level of abstraction (un-timed
 system specification). It also features true multitask execution as well as power
 consumption estimation for different scheduling algorithm, available from an as-
 sociated RTOS library. Similar approach is presented in [8], but this model is based
 on SpecC [4] as system-level-description-language (SLDL), with extensions added
 to original SpecC language. Another, yet closely related work, is presented in [16]


and consists of a generic RTOS model. The model has been implemented on top
 of the SystemC kernel, but using a set of generic classes instead. Compared to [8],
 this model provides higher accuracy modeling of the RTOS and preemption, taking
 into account parameters such as context switching and scheduling algorithm dura-
 tion. The model also integrates into a graphical tool set [1], previously developed
 by the same authors. This tool set features automatic code generation, of SystemC
 based models, as well as graphical and numerical analysis of the simulation results.


Characteristic for the previous frameworks and models is that only [14] ex-
plores the possibility of mixing and integrating different abstraction level SoC
models, into a common SoC communication platform. Thus the work presented
in this thesis makes good sense, in conjunction to this, by proposing some new
modeling methodologies within the field of mixed abstraction level modeling.
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System-Level Description Language


This section gives a short introduction to SystemC and the Master/Slave library,
 used in this framework for modeling. Please refer to [22] and [21] for more infor-
 mation.



3.1 SystemC


SystemC is a system-level description language (SLDL), intend for Co-design. It is
 implemented as a set of classes, on top of the ANSI C++ programming language, to
 support event driven simulation and threaded execution. The methodology of Sys-
 temC makes it suitable for creating accurate executable specifications, algorithm
 exploration, system-level models at multiple abstraction levels. It was introduced
 in 1999 and had back then close similarities with VHDL and Verilog, thus useful
 for RTL simulations. With the introduction of SystemC 2.0, the language became
 more suitable for abstract modeling as well. However the current version of Sys-
 temC 2.1 still lacks support for dynamic real-time behavior, found in embedded
 system, using RTOS. This feature, however, is expected to be implemented in a
 future release of SystemC (version 3.0) [15].


Today SystemC has grown high popularity and emerged to become an industry
 standard for system-level modeling.



3.2 Master-Slave library


The Master/Slave class library is an abstract communication channel model for
 SystemC. The library aiming simulation of SoC platforms, which uses bus commu-
 nication in the producer/consumer style manner. It supports all abstraction levels,
 ranging from un-timed down to cycle-accurate. The methodology introduced by
 the library allows for easy and flexible separation of communication (bus protocol)
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from behavior (IP core), which is very useful for abstraction level refinement of the
communication channel, during the design process.
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SoC communication platform


This section highlights the main features of the OCP2.0 protocol, being used in
 this project work in the SoC communication interface. Also presented is a brief in-
 troduction to the SystemC based Transaction Level (TL) Communication Library,
 which will be used for modeling an OCP TL1 channel in the project. Further infor-
 mation about the protocol and library can be found in [17] and [18] respectively.



4.1 Open Core Protocol


The Open Core Protocol (OCP), provided by OCP International Partnership (OCP-
 IP) [2], is a protocol for on-chip synchronous RTL communication, between IP
 cores. The communication is point-to-point and requires a master and slave de-
 vice, connected to the channel. The master initiate commands (e.g. read or write
 requests) to the slave, which in return may provide a response (e.g. response data
 for a read request). The slave cannot initiates commands. A simple master/slave
 setup is shown in figure 4.1.


Master Slave


System 
 initiator


System 
 target


request
 response


OCP


Figure 4.1: Master/slave point-to-point communication


The protocol has gained high popularity, due to its flexible configuration abili-
 ties and refinements of data, communication and test signals; all important aspect
 in today design methodology, focusing on IP core reuse and easy integration. The
 protocol supports many types of communication schemes, such as simple and burst
 transactions, multi-threaded out-of-order transaction, pipelined and non-pipelined
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communications etc. Examples can be found in the OCP Specification [17].


The protocol also provides a methodology for documenting the property of an
 IP core (address space encoding etc.) and it’s OCP interface (signals supported
 etc.). This is done using an interface and RTL configuration file respectively, cre-
 ated using a set of predefined conventions. The simplicity of the configuration file
 makes it easy for the SoC designer to determine if an IP core, for an example, is
 compatible with a certain OCP configuration.



4.2 OCP Transaction Level Communication Library


The OCP Transaction Level (TL) Communication Library is an OCP channel model
 for SystemC, provided freely by OCP-IP [2]. The library targeting system level
 models, using the OCP protocol as a SoC communication platform. It supports
 modeling at transaction level 1 (TL1) and TL2 [5], which is suitable for close-to
 cycle true modeling, but significantly faster. The methodology used for channel
 communication is based on a set of dedicated commands (function calls), mak-
 ing OCP transaction modeling easy, since protocol implementation details are ab-
 stracted away. The channel model is very easy to configure (signal wise) and has
 incorporated a real-time OCP checker, checking for non-compliant OCP transac-
 tions.


Members of the OCP-IP community also have access to a set of library exten-
sions, consisting of an OCP monitor and a set of TL adapters. The OCP monitor
is used for monitoring the channel and saves the channel state, at each clock cycle,
into a file. This format is somewhat similar to a timing trace and can be analyzer
either using a text editor or the CoreCreator tool set, provided by OCP-IP. The
TL adapters are used for TL adaption between TL0/TL1 and TL1/TL2. However,
the adapters need to be customized manually, since the default channel support is
restricted to simple configurations only.
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The abstract PE model


The foundation for the MPSoC framework proposed in this thesis precedes from
 the abstract RTOS model for MPSoC simulations, developed by Virk and Gonzalez
 [7]. This chapter serves to give an introduction to the abstract process element (PE)
 model, which is based on the abstract RTOS model. Readers already familiar with
 the model may skip this chapter without any lose of consistence.


Figure 5.1 below the architecture of the abstract PE model.


Synchronnizer


Resource
 Allocator


Scheduler
 n


1 2 . . .


Clock


Application


RTOS


Figure 5.1: Architecture for the abstract PE model


The model works at transaction level and consists of an abstract RTOS, used
 for modeling basic RTOS services, covering synchronization, resource allocation
 and scheduling. The applications running on top of the RTOS is modeled using
 task graphs. Characteristic for the model is the modularity, which makes mod-
 ule exchange an easy matter (for an example exchanging the scheduler module
 for scheduling algorithm exploration). Modules communicating using high-level
 messages, based on structs. This approach is described later.


21



(24)22 Chapter 5. The abstract PE model


5.0.1 Periodic Task


For application modeling a periodic task mode is available. It models periodic
 execution of a group of instructions. The model support preemption. Figure 5.2
 shows the task model, with the different timing parameters described next.


Resource
 Access


RRT CSL


Execution time
 Offset


Deadline
 Period


Time


Figure 5.2: Task model timing for the first execution cycle.


Timing constrains


In the model, the exact functionality is abstracted away and instead described using
 the following set of timing constrains:


• Execution time. The amount of time it takes to execute the set of in-
 structions. Determined randomly (uniform) within a specified best-case and
 worse-case execution time.


• Offset. A time offset, determining when the task is ready for being released
 for execution. This offset is relative to zero-time and is only applicable for
 the first execution cycle.


• Deadline. A time boundary within the execution must complete. The dead-
 line is relative to the release of the task.


• Period. The time interval determines when the task should start executing
 again.


The model also support even more accurate modeling, taking into account con-
 text switch overhead, e.g. added by the scheduling algorithm. However it is default
 not being used.


Resource requirement


A task may requires access to one ore more resource, during execution. Examples
 of such resources are memory and peripheral devices (e.g. printers). In this model,
 the abstract description of a task resource requirement is expressed by the following
 parameters:


• Resource ID A number identifying the resource to request.
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• Resource Request Time (RRT) The time offset, relative to the start of task
 execution, when the task will request the resource.


• Critical section length (CSL) The amount of time the resource will be oc-
 cupied by the task.


Whenever a running task requires access to a resource, it sends a requests to
 the resource allocator.


5.0.2 Implementation


The periodic task model has been implemented using a 4-state FSM, as shown in
 figure 5.3.


!run


ready
 ready


ready preempted


run
 Cperiod== 0
 Cperiod  > 0


Crunning  == 0


preempt
 resume


!resume


!preempt &


Crunning  > 0


Figure 5.3: State machine for the periodic task model.


State transition depends on control messages from the RTOS and local watch-
 dog timers, used for managing the execution timing constrains. The watchdog
 timers areCperiod,Crunning,Cdeadlineassociated with task period, execution time
 and deadline monitoring respectively. Cperiod decrements in all states, Crunning


decrements in running state andCdeadline decrements in running state and pre-
 empt state. IfCdeadlinereaches zero, before execution finishes, a UI message will
 be generated, informing that the deadline has been missed. Beside the execution
 watchdog timers, the model also uses a series of watchdog timers for managing
 RRT and CSL for each resource requests. They are only applicable and decrement
 in running state. The meaning of the different states are summarized next.


• Idle. Task waiting to release itself. This happens when Cperiod becomes
zero. The task issues aREADYmessage to the synchronizer, indicating ready
for execution, and goes to ready state.
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• Ready. Task has been released and waits for execution. When aRUNmes-
 sage is received from the scheduler, it goes to running state and execution
 starts.


• Running. Task executing. WhenCrunningreaches zero, the execution com-
 pletes and the task issues aFINISHmessage to the scheduler. If the task re-
 ceives aPREEMPTmessage from the scheduler, the execution is preempted,
 and the task goes to preempt state.


• Preempted. Task execution has been preempted. When aRESUMEmessage
 is received from the scheduler, the task goes back to running state again and
 resumes execution.



5.1 RTOS model


The abstract RTOS model consists of three modules: synchronizer, resource allo-
 cator and scheduler.


5.1.1 Synchronizer


The synchronizer manages the dependencies between tasks. It ensures that a task
 is not released for execution, before all data dependencies has been resolved. The
 current synchronizer implements the Direct Synchronization (DS) protocol, pro-
 posed by Sun and Liu [11].


The dependency database


Tasks dependencies are expressed using task graphs. In the synchronizer, task de-
 pendencies are managed using a dependency database, somewhat similar to a task
 graph. The dependency database is a boolean NxN matrix, where N equals the
 number of tasks. The row and column number maps to the task ID. Columns en-
 tries are associated with preceding dependencies, while row entries are associated
 succeeding dependencies. If entry(i, j)is true, data dependency exists, thus taski
 cannot execute before taskjfinishes execution. Figure 5.4 shows an example of a
 task graph and the dependency database equivalent.


Tasks ready for execution, but with unresolved data dependencies, are kept in
 a pending task queue. Each time a running task finishes execution, the queue is
 checked up against the dependency database to check if any pending tasks can be
 released for scheduling. When taskjfinishes execution, the dependency database
 is updated, by clearing (setting to false) all row entries in columnj. Checking if all
 dependencies have been resolved for taskiis done by performing an OR operation
 of all column entries in rowi. If the result is false, all dependencies have been
 resolved and task i may be released to the scheduler for execution scheduling.


Otherwise all dependencies have not been resolved yet and the task stays in the
queue.
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Figure 5.4: Task graph and dependency database equivalent



5.2 Resource Allocator


In real-time systems, resource contention often occurs, since multiple tasks are
 competing over the same shared resource. Typically these resources are non-
 preempt able, which means that lack of resource allocation eventually could lead
 to data corruption, in situations with resource contention. In conjunction to this,
 incautious management may lead to unbound priority inversion; a situation where
 a low priority task blocks for a high priority task, because the high priority task
 waits access to a resource currently occupied by the low priority task.


The resource allocator models the protocol for managing these situations. It
 cooperates with the scheduler and ensures that only one task can have access to a
 shared non-preemptive resource at any time. Whenever a running task has a re-
 source request, it sends a request message to the resource allocator. The resource
 allocator either grant resource access or refuses the request, causing the scheduler
 to preempt the task, until the resource becomes available. The protocol imple-
 mented in the current model is a simplified version of the Basic Priority Inheri-
 tance protocol, suggested by Sha, Rajkumar and Lehoczky [19]. In conjunction to
 this, the current implementation of the resource allocator does not support nested
 resource requirement.



5.3 Scheduler


The scheduler manages the real-time scheduling of task, ready for execution, based
on the task priority. All tasks ready for execution are kept in a queue and sorted
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with respect to their assigned priorities. Currently RM and EDF scheduling is avail-
 able for the model. The characteristics of RM and EDF scheduling is summarized
 below.


• Rate-Monotonic (RM). Highest priority assigned to the task with the short-
 est period. The priority is static, meaning that the priority of a task waiting
 for execution does not change.


• Earliest-Deadline-First (EDF) Highest priority assigned to the task with
 the closest deadline. The priority is dynamic, meaning the priority of a task
 waiting for increases each clock cycle, since the deadline is getting closer.



5.4 Communication link and the message struct


Communication between the different modules in the PE module is based on
 sc link mpcommunication link, provided by the SystemC Master/Slave library
 [21]. The module communication is based on high-level struct messages. Table
 5.1 shows the struct encoding and gives a brief description of the different entries.


Depending on the receiver of the message and the action type, some fields are
 not applicable. Additionally, table 5.2 described the different types of high-level
 messages, issued by the task and RTOS model, identified by thecommentry.


Type Name Description


unsigned int messageID Receiver of the message (e.g. task or synchronizer)
 unsigned int snum Target scheduler and resource allocator


unsigned int tnum Task ID


unsigned int comm Action type (e.g. RUN or READY)
 unsigned int resourceID Resource ID


unsigned int tper Task period
 unsigned int tdl Task deadline
 unsigned int priority Task priority


char* text A message describing the action. For monitoring purpose.


Table 5.1: High-level message struct encoding.
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Action type Producer Consumer Description


READY Task Scheduler Task,tnumnotifies the synchronizer/scheduler, that it is ready
 for execution.


RUN Scheduler Task CPU time has been granted by the scheduler. Execution of
 task,tnummay start.


REQUEST Task Resource al-
 locator


Task,tnumrequests access for resource,resourceID. Is-
 sued during running-state when RRT has been reached for this
 resource.


GRANT Resource al-
 locator


Scheduler Resource,resourceIDrequested by the running task,tnum
 has been granted and execution may continue.


REFUSE Resource al-
 locator


Scheduler Resource,resourceIDrequested by the running task,tnum
 is already occupied by another task. The scheduler must pre-
 empt execution of the task.


PREEMPT Scheduler Task The running task, tnum must preempt execution, since a
 higher priority task has been released for execution or a re-
 source request has not been granted.


RESUME Scheduler Task The preempted task,tnummust resume execution now.


FINISH Task Scheduler Task, tnumnotifies the scheduler that execution has com-
 pleted.


Table 5.2: High-level message type descriptions.



5.5 Monitor module


Not shown in figure 5.1 is the monitor slave-module, connecting to the different
communication links. The module monitors the real-time state of the system-level
module, during simulation. Thus messages issued by the different module triggers
the monitor to prompt an associated UI message to the screen. As such the monitor
module is not a part of the model and may be left out. Missed deadlines will still
be reported by the periodic task module.
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Inter-processor communication methodology


This chapter discusses the methodology used to make the abstract PE model, pre-
 sented in chapter 5, supporting inter-processor communication at a lower transac-
 tion level. The discussion presented forms the foundation for the implementation.



6.1 Application partitioning


In a distributed multiprocessor system, application partitioning is a very important
 aspect of the design space exploration, since it concerns optimizing and balancing
 the execution of the different applications running on top of an architecture. How-
 ever, partitioning requires inter-processor communication, due to the data transfer-
 ring between the partitioned parts of the application. For an example, selecting a
 multi-processor architecture using slow processors can reduce the product cost, but
 may cause an application not to meet its deadlines, if it is to be executed on a single
 processor. For that matter task partitioning is essential, if the application allows for
 parallel execution of some tasks.


Modeling this in a MPSoC simulation framework, using the abstract PE model
 from chapter 5 for processor modeling, would be equivalent to partitioning a task
 graph with parallel branches onto multiple processors. However, when the models
 interface to a SoC communication platform model having a low level interface (e.g.


OCP2.0 TL0), transmission of dedicated data is required to do accurate modeling.


This model illustrated in figure 6.1, showing a partitioned task graph and two PE’s
 connecting to SoC communication platform. The selected partitioning requires
 inter-processor communication, since data dependency exists betweenτ1 andτ2


and both are mapped onto different PE’s. From a high-level perspective, the inter-
 processor communication can also be considered as a task and is in the example
 identified byτio.
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Figure 6.1: Example of task graph partitioning in a MPSoC simulation framework
 using the abstract PE model.



6.2 SoC communication interface extension modules


Making the abstract PE model support low-level inter-processor communication,
 requires a dedicated communication interface. The chosen approach has been to
 refine this module into an IO device and IO task model, added on top of the existing
 model. This approach illustrated in block diagram in figure 6.2


RTOS
 Application


IO task
 IO device


Software modeling


Hardware modeling


SoC communication interface


Figure 6.2: Block diagram showing the abstract PE module including IO task and
 IO device modules for SoC communication support.


The IO device model connects physically to the SoC communication platform
 thus modeling a hardware IO port and managing the communication protocol. The
 IO task models an IO device driver, controlling the IO device whenever there is an
 inter-processor communication event (receiving/transmitting). It handles protocol
 at application level, which here consists of encoding/decoding of data to/from the
 SoC communication platform, being synchronization messages between tasks with
 inter-dependencies. The approach is illustrated in figure 6.3.


When there is preceding inter-task dependency, the RTOS issues synchroniza-
tion message to the IO task, containing information relevant for the inter-processor
communication. Based on this message the IO task encodes a certain traffic patter,
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Figure 6.3: Block diagram showing the abstract PE module including IO task and
 IO device modules for SoC communication support.


forwards this to the IO device, which starts the transmission. The procedure for
 receiving is just the other way around.


6.2.1 IO task synchronization and execution


Integrating the IO task with the abstract RTOS model requires some small exten-
 sions to the synchronizer to support messages to/from the IO task. It also requires
 some extensions to the message structs (figure 5.1, page 26) as well as the periodic
 task model. Below is a general description of the approach used for synchronizing
 the IO task execution, in conjunction to inter-processor communication and inter-
 task dependency handling. Understanding this description requires familiarity with
 the behavior of the abstract RTOS model.


Transmit data


A task having preceding inter-task dependencies must issue a SOC TRANSFER
message when it completes execution. This new message type notifies task com-
pletion (equal to aFINISHEDmessage) but also that an inter-processor communi-
cation event must start. Further, it must contain inter-processor communication re-
lated information such as transfer type (write, read or response), data transfer size,
target PE addresses etc. The message should cause the synchronizer to release the
IO task for execution immediately afterward. The scheduler starts the execution of
the IO task and the inter-processor communication starts by interacting with the IO
device. Any local pending task must not start executing before the inter-processor
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communication event has completed, which is identified by aFINISHEDmessage
 issued from the IO task. This means that the IO task has the highest priority and
 is non-preemptive. The duration of the IO task execution depends on data transfer
 size as well as bandwidth.


Receive data


When data is received from the SoC communication interface, the IO task sends
 aREADYmessage to the synchronizer, notifying it is ready be process data. This
 should cause the synchronizer to release the IO task for execution immediately af-
 terward. Any running tasks should be preempted by the scheduler, if no buffering
 mechanism has been implemented in the IO device model. The IO task executes
 until the request/response phase completes, after which it issues anFINISHED EXT
 message to the synchronizer. This new message is similar to aFINISHEDmes-
 sage, except that it is associated with the non-local task, initiating the inter-processor
 communication and not forwarded to the scheduler. Also, the non-local task ID is
 decoded by the IO task. The message should causes the synchronizer to release any
 pending tasks having succeeding dependencies to this non-local task. After having
 issued theFINISH EXT, the IO task completes execution by issuing aFINISHED
 message and any pending task may start executing afterward.


Figure 6.4 shows how the described approach applies to the timing of two task
 having inter-dependencies, whereτ1≺τ2andτ1 7→P E1andτ2 7→P E2.


PE1


PE2
 SoC comm. latency


time
 1


IO task
 TX


IO task


RX 2


Figure 6.4: Timing for inter-task dependency.


To summarize, the important characteristics related to the integration of the IO
 task extension of the RTOS model is listed below:


• The synchronizer does not have any prior knowledge about when the IO task
 is going to be launched, in the sense that it is encoded into the dependency
 database. Thus the IO task can be considered as being dynamically released
 for execution, relative to the message received from a task or from the IO
 task itself.


• SoC communication specific information (transfer type, data transfer size
etc.) is stored in the task having preceding inter-task dependency. Thus any
tasks having preceding inter-task dependency need to be configured before
simulation starts.
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• The message struct must be expanded to carry inter-processor communica-
 tion related information.


More implementation specific details regarding the RTOS model and the mes-
 sage struct expanding is presented in section 11.1, page 87, while implementation
 specific details for the IO task is presented in section 11.5, page 108.



6.3 Task graph abstraction level refinement


At the SoC communication interface, the abstract PE model must be able to support
 read and write request and response. Response means in this context the returned
 data to a read request.


The precedence nature of a task graph is somewhat equivalent to a write re-
 quest, when considering an edge to be associated with data transfer. Thus a SoC
 communication event related to an inter-task dependency can easily be modeled
 using a write request. However, a task graph, like the one in figure 6.1 does not
 obviously support read requests, since this would requires bidirectional edges, for
 request and response phase respectively. An elegant solution to this problem is to
 use end-to-end task, which is just an abstraction level refinement of a task graph.


6.3.1 End-to-end task


An end-to-end task is series of subtasks, connected in a chain. The definition is
 an extension of the existing basic periodic task model, to make it more suitable
 for distributed systems modeling [20]. It can be considered either as clustering a
 group of preceding tasks together or refining the functionality of a task, into even
 smaller subtasks. However, it is allowed for an end-to-end task to have only one
 subtask. In this special case it is identical to the original periodic task model. From
 a low-level perspective, an example of an end-to-end task, consisting of 4 subtasks,
 could be to (1) generate some data in PE1, (2) transfer the data to PE2, (3) process
 the data in PE2 and (4) output the data to a peripheral device, connected to PE2
 (e.g. printer). Below summarizes the main formal definitions of an end-to-end task
 [20]:


• An end-to-end task,Ti consists of a series of subtasks, connected in a chain.


Subtasks are always executed in a precedence order. Thus subtaskTi,j+1


cannot execute before subtaskTi,j completes execution.


• The end-to-end deadline forTiis relative to release of the first subtask,Ti,1.


• The execution time of a subtask, Ti,j is bounded and must not exceed a
 maximum execution time,τi,j.


• All subtasks have the same priority.


• Subtasks are statically assigned to PE’s.
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Figure 6.5 shows an example of an end-to-end system consisting of four sub-
 tasks mapped onto three PE’s.


1,2
 1,1


1,3
 1,4
 PE1


PE2


PE3


Figure 6.5: Example an end-to-end system.


Since a clustered group of subtasks always belongs to the same task group (end-to-
 end task),Ti, the abstraction level provided from this, makes the data dependencies
 between subtask suitable for modeling read transfer. However, some restrictions
 apply to usage and mapping of subtasks, when used for read transfer modeling.


These are summarized below:


1. A read transfer is always associated with three adjacent subtasks: Ti,j trig-
 gers the read request,Ti,j+1receives the request and generates the response
 data,Ti,j+2receives the response data.


2. A subtask,Ti,j, triggering a read request must always be located in the same
 PE as the subtask,Ti,j+2, receiving the response data.


3. A read transfer (covering request and response) must be kept within the same
 end-to-end task,Ti. Thus triggering a read request after the third last subtask
 is not allowed, since a complete read transfer requires three subtasks, as
 stated in 1. This also means that an end-to-end task must have at least three
 subtasks, to model a read transfer.


Dependencies between subtasks can also be used to modeling write transfer.


Here there are no restrictions with respect to usage and mapping of subtask, since
 only two tasks with dependencies are required (a producer and consumer task).


Figure 6.6 illustrates an example of an end-to-end system, consisting of four
subtask, modeling write and read transfers.
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(B) Timing graph for the end-to-end system
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Figure 6.6: Example of an end-to-end system modeling write and read transfers.



6.4 Inter-dependency synchronization protocol


To manage synchronization between tasks having inter-task dependency, a set of
 simple rules have been defined for the address encoding as well as the data encod-
 ing, related to response data. These rules describe the protocol at application level,
 implemented by the IO task.


6.4.1 Task ID encoding


Each subtask has an unique task ID. This task ID carries information about the
 (end-to-end) task group ID as well as the subtask ID. The task ID encoding has
 been selected in such way that the lower and upper bits define the task group ID
 and subtask ID respectively. Figure 6.7 shows an example for a 16-bit task ID. In
 this example the subtask ID is defined by bit[0:3], which allows addressing up to
 15 subtasks (subtask ID equal to zero is not allowed).


 Task group ID Subtask ID
 0
 3


4
 15


Figure 6.7: Example of a 16-bit task ID encoding.


6.4.2 Address encoding


Task having succeeding inter-task dependencies, related to a request, rely on trans-
 fers to be done to a particular location in the address space, assigned to the PE.


This address location is always relative to the task ID.


The address encoding is very simple and defined as the sum of the SoC com-
 munication base-address of the target PE and the task ID of the subtask, issuing
 the requests. If it is a burst request, the address remains constant.


Example: Subtask,τ1,1 finishes execution and triggers a write request to subtask,
τ1,2, located in a PE having a base-address of 0x100h. The task ID forτ1,1, using 4-
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bit subtask encoding, is 0x11h. Thus the address associated with the write request
 becomes 0x111h. When the target PE receives the request, the IO task finds the
 task ID of the non-local subtask, simply found by doing the reversed procedure (i.e.


subtracting the PE base address from the address, associated with the request).


6.4.3 Data encoding


Since a task in the abstract PE model does not implement any functionality, the
data to transmit for write transfer are dummy (e.g. zero or random). However,
for a response, the transmitted data must equal the task ID of the subtask, issuing
the response. This applies as well to all data packets, in multiple responses (burst
read).
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MPSoC framework overview


This chapter gives an introduction to the new MPSoC simulation framework, based
 on the abstract PE model, extended to support low-level inter-processor communi-
 cation. A brief introduction to the different new modules and extensions done will
 be presented. The aim is to give an overview of the framework, before presenting
 the implementation specific details in the following chapter.
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Figure 7.1: Simplified framework block diagram


Figure 7.1 shows simplified block diagram of the framework; here with N
 PE’s instantiated. Solid lines between objects are sc link mp communication
 channels while dotted lines indicates objects access through pointers. Relative to
 the block diagram with figure 5.1, presented in chapter 5, an abstract PE has been
 extended with an IO task and an OCP2.0 compliant IO device model.


At top level, three other new modules have been incorporated: a parser, a global
 synchronization database and a performance monitor. A single instance of each of
 these modules connect to all PE. This connection is established through pointers
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to the modules, provided to the PE module constructor, during object creation.


Through the pointers, different public methods are accessed in the modules.



7.1 Top-level modules


The top level module combines the different modules in to a structural, defining
 the simulation framework as illustrated in figure 7.1. However, this abstract PE
 based MPSoC simulation framework relies on an OCP2.0 based SoC communi-
 cation platform to be complete, unless two PE modules are connected in a back-
 to-back configuration. Different examples of simulation framework configurations
 are found on the enclosed CD-ROM in/ARTS Model/builds. These are:


pe ocp tl0/ Two PE’s connected in a back-to-back configuration, using OCP2.0 TL0
 pe ocp tl1 clk/ Two PE’s connected in a back-to-back configuration, using OCP2.0 TL1
 example1/ Two PE’s connected to a OCP2.0 TL0 bus.


example2/ Four PE’s connected to a OCP2.0 TL0/TL1 bus/1D mesh/2D mesh (mixed interface).


example3/ Nine PE’s connected to a OCP2.0 TL0 bus/1D mesh/2D mesh, using OCP2.0 TL1.


Example 1,2 and 3 are based on the SoC communication platform model, to
 be presented in chapter 9, page 53. They are also being used in the design space
 exploration experiments, presented in chapter 10, page 63.



7.2 Parser


In the original abstract PE model, RTOS configuration and task graphs were as-
 signed statically in the sense that they were hard-coded. It meant, for an example,
 that whenever a task graph modification was required, the model had to be rebuild
 again. To avoid this very time consuming step and to introduce overall greater
 configuration flexibility, a parser module has been developed.


The parser accepts a configuration file as an input, written in a simple script
 language. This file defines the boundaries of a simulation with respect to parame-
 ters such as task declarations/partitioning, resource requirements as well as RTOS
 configuration (selection of scheduling policy etc.) for the different PE’s. It also
 contains other parameters such as SoC communication address space assignment,
 data logging filename declaration etc. An example of a configuration file is found
 in figure 8.8, page 51. If parsing of a configuration file is successful, the differ-
 ent parameters can be obtained via dedicated public methods and then used for
 dynamic object creation (e.g. task modules) etc, before a simulation starts.


Section 11.3, page 99 presents the implementation specific details for parser
module.
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7.3 Dependency controller


The dependency controller module manages the database, describing the depen-
 dencies between tasks, assigned to a simulation. It can be considered as a global
 dependency database, since it connects to all synchronizers. A synchronizer ac-
 cess module when a database entry has to be cleared (task finished) or when a
 dependency-resolved check is performed, to see if a task can be released for ex-
 ecution. In the original synchronizer, the database was located locally in a syn-
 chronizer. However this approach is only suitable for intra-task dependencies and
 will not work for inter-task dependencies, unless the synchronizer is common to
 all PE’s or the synchronizer is modified significantly. To maintain a modular ap-
 proach and still keep the original simplicity of the synchronizer, the approach has
 been to implement a global synchronization database module, added on top of the
 existing synchronizer. Database access is done indirectly through method calls to
 the dependency controller module, using a pointer. This pointer is provided to the
 synchronizers, during object creation. Using this approach, only very few changes
 have been required in the original synchronizer (e.g. removal of the dependency
 database and exchanging some functionality with methods call to the dependency
 controller module).


Another problem with the original synchronizer was, that it did not allowed pe-
 riodical execution of task graphs: once a task graph completed, the dependencies
 were lost, and uncontrolled and concurrent task execution would follow afterward
 (if the tasks were periodically). This problem has been solved in the new depen-
 dency controller module, since the dependency database for a task graph is restored
 whenever the task graph execution completes.


In conjunction to this, a new task blocking/unblocking feature has been im-
 plemented. That is, a task with dependencies will automatically block itself, after
 completed execution. By blocking meaning that a task cannot issues a READY
 message to the synchronizer, once it has completed execution. This is to avoid,
 that a task does not accidentally starts executing again, if the task period becomes
 shorter than the total task graph execution time1. Unblocking is managed by the
 dependency controller and is initiated immediately after a task graph completes.


When this happens, all tasks belonging to the task graph gets unblocked. This
 is accomplished by accessing a dedicated method in the periodic task module for
 this purpose. In conjunction to this, the dependency controller has a database con-
 taining pointers to all tasks objects. The task pointer database in being initialized,
 during task object creation in the different PE’s. This is done by passing a pointer
 to the task object, from the PE to the dependency controller, as soon as the task
 object has been created.


Section 11.7, page 128 presents the implementation specific details for the de-
 pendency controller.


1This would otherwise happens, since the dependencies remain lost, until the database is restored
again.
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