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Introduction to the first edi- tion


“Concepts lead us to make investigations; are the expression of 
 our interest, and direct our interest.”  


Ludwig WITGENSTEIN, Philosophise Untersuchungen 


“Information is a difference which makes a difference.” 


Gregory BATESON, Steps to an ecology of mind 


Terms included in this glossary recap some of the main 
 concepts, theories, problems and metaphors concern-
 ing INFORMATION in all spheres of knowledge.  


This is the first edition of an ambitious enterprise cov-
 ering at its completion all relevant notions relating to 
 INFORMATION in any scientific context. As such, 
 this glossariumBITri  is part of the broader project 
 BITrum, which is committed to the mutual under-
 standing of all disciplines devoted to information 
 across fields of knowledge and practice. 


This glossary pretends to make explicit the conflicts and agreements among use and meaning 
 of terms related to information phenomena. Information is approached from opposing para-
 digms and also from competing and cooperating disciplines. Both in science and in ordinary 
 life, conceptual, ethical, technical and societal problems regard information in an essential way. 


This glossary does not endorse or presuppose any paradigm or any theory, but rather locates 
 into a public, explicit and commonly understandable space some of the crucial assumptions 
 dividing informational concepts, theories, problems and metaphors. Moreover, we purport to 
 embrace all distinct paradigms with a critical and comprehensive attitude. 


The glossary is the result of an original methodology, which places any entrance under the re-
 sponsibility of its editor. Authors possibly distinct from the editor contribute to different articles 
 with texts, comments or discussions. Since authors come from many distinct fields of 
 knowledge, each article should reflect many perspectival but rigorous approaches. 


Ramon Llull´s tree of science 



(7)The glossary is an open work: the number and contents of all its entrances are updated and 
 submitted to revision by editors and authors. For this reason, this first edition is only a first step 
 in the active development of this collaborative methodology. Any interested reader wishing to 
 contribute, may contact the general editors. 


This glossary is most indebted to the enthusiasm and work of José María Díaz Nafría. The 
 editorial team, authors and correctors thank the Universidad de León and Caja España for their 
 support to this initiative. 


Francisco Salto Alemany 
León (Spain), November 2010 
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Introduction to the present  edition 


“There have always been thinkers to believe that the 
 fields of human knowledge betrays a fundamental 
 unity. In modern times people ready to discuss this 
 unity have come under grave suspicion. Surely, the crit-
 ics argue, no man is so presumptuous as to imagine 
 that he can comprehend more than a tiny fraction of 
 the scope of contemporary science. [...] And yet there 
 are still men prepared to pursue the path of unity, and 
 to discuss problems in an inter-disciplinary fashion: 


that is, without regard to the specialised viewpoint of 
 any one branch of science.” 


Stafford BEER (Cybernetics and Manage-
 ment, 1959) 


Four years after appearing the first book edition of the glossariumBITri (gB), it faces now a new 
 phase of development, in which this new book version represents a milestone. The first devel-
 opment phase, 2008-2010, was clearly marked by an intensive cooperative work to stand up the 
 clarification enterprise in which the gB is embarked on. Right after such phase, the gB was 
 nurtured through valuable inputs covering essential aspects as semiotics, computation, com-
 plexity, etc., by distinguished researchers who have certainly enriched not only this book but 
 the working team who is now before a more ambitious horizon. 


Besides some improvements in previous articles, the most important additions to the previous 
edition, incorporated herewith, corresponds to the articles developed in the areas of algorithmic 
theory, complexity theory, General Theory of Information and Cybersemiotics that we heartily 
thank to the cherished contributions of Mark Burgin and Søren Brier. Nevertheless, the flesh 
of the glossariumBITri has been enriched as well through entries, which do not show up in this 
book since they are still under review or discussion, but they surely will in the next edition. They 
are, of course, available in the interactive-gB. For this dressing up the naked bones of the gB, 
we warmly thank the contributions provided by Balu Athreya, Igor Gurevich, Basil Al-Hadithi, 
Agustín Jiménez, Alexis Rocha, Daniel Gómez, Carlos Sarmiento. The incorporation of some 
of the topics which are now available, either in this book or in the interactive-gB was simply a 
must (as algorithmic information), others represent an initiation into fields we have to deepen 
(as information in biological sciences). But nonetheless, if we take into account all the concepts 
we have not weaved yet into the network of clarified concepts, metaphors, theories and prob-
lems, then we can clearly state that we are at the very beginning. By simply looking into the 
interactive-gB’s list of open voices, which are still empty, or into the number of voice proposals 
we have not open yet, it is easy to conclude we are before a large and of course open enterprise. 



(9)One could argue the situation is not as different as before; then why are we saying we are now 
 facing a different horizon? This is entangled with the current rearrangement of BITrum’s activ-
 ities. On the one hand, we have more coherently organised the different endeavours we have 
 been pushing along the years in order to bring about a more effective cooperation among 
 BITrum’s members and other stakeholders; on the other hand, gB has been structured in three 
 branches: a) interactive-gB, b) gB-journal, and c) book editions. Through a rationalisation of 
 efforts, this new gB landscape obviously offers a multiplied effect regarding impact, dissemina-
 tion and educational applications. To cope with the new challenges gB team has been enlarged 
 and put besides other three BITrum’s operating units: (i) domusBITae devoted to the deployment 
 of telematic tools for the facilitation of the distributed and interdisciplinary community of re-
 searchers and educators cooperating in the development of information studies. (ii) PRIMER, 
 oriented to the promotion, development and underpinning of interdisciplinary studies; and (iii) 
 a Research Unit, integrated by the teams working on specific scientific projects.  


Through this reorganisation, gB offers a more coherent platform for the clarification and theo-
 retical enterprise BITrum has been aiming at since its beginnings, linking its development to 
 BITrum’s information environment (dB), educational activities (PRIMER) and research pro-
 jects. Such interplay – albeit the autonomy of the respective operations – represents a nurturing 
 flow that will provide a new life to the clarification goals of the gB in connection to real prob-
 lems and the education of scientist to tackle them.  


The activities deployed since 2014 under support of Ecuadorian institutions, in both research 
 and education, constitute a powerful balloon to lift up our scientific enterprise. This book in 
 itself represents a sign of it. It is a result of the cooperation agreement signed in 2014 between 
 the University of the Peninsula of Santa Elena (UPSE) and BITrum, which targets at several 
 collaborative activities concerning: the development and co-management – together with the 
 University of León – of the glossariumBITri open journal; the development of educational pro-
 grams; the cooperation in interdisciplinary research projects. Furthermore, the Ecuadorian Na-
 tional Secretary of Higher Education, Science, Technology and Innovation (SENESCYT) is 
 supporting in the field of interdisciplinary information studies – through the Prometeo Pro-
 gramme –: the development of theoretical work and practical applications, the training of re-
 searchers, the development of scientific networks, etc. On one side, BITrum warmly thanks this 
 support to the interdisciplinary study of information provided by the UPSE and SENESCYT; 


on the other side, we offer our deep commitment to contribute to the great scientific and edu-
 cational effort Ecuador is doing since the constitution of 2008. We are convinced that the trans-
 disciplinary capabilities of the information studies offers a toehold for the intense integration of 
 knowledge we nowadays need for coping with the complex challenges our societies that are 
 facing regarding the coverage of basic needs, environment, peace, inequality, urban manage-
 ment, climate change, democratic issues, waste reduction… We can use the language of infor-
 mation to refer to the physical, biological, societal, technological reality, to address theoretical 
 and practical issues. Then we have a fantastical tool for weaving the scientific enterprise in a 
 more integrated fashion. 


José María Díaz Nafría 
Santa Elena (Ecuador), February 2015 
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Methodological notes 



Methodology : pluralism and rightness 


The glossariumBITri is conceived as a cooperative work in the following sense: each voice has a 
 responsible editor who regulates, animates and organize the discussion of the term and the 
 different contributions provided by the rest of the authors. It is furthermore an open work in a 
 very particular sense: it is electronically accessible and opened to gather new contributions and 
 discussions at any voice. Hence, subsequent editions will constantly increase the extension and 
 deepness of the different entries. 


Furthemore the glossariumBITri interdisciplinary  insofar it gather scientists from different 
 knowledge areas in which the informational notions play a central role. Moreover, basic con-
 cepts are trans-disciplinary, as far as they cross different disciplines and fields of knowledge and 
 action. The glossariumBITri does not assume an informational paradigm above others, but it 
 endeavors to expose all coherently without hiding the theoretical and practical conflicts.  


According to the conceived methodology for glossariumBITri’s elaboration, all editorial team 
 members can participate in any article under the assumption of certain commitments:  


― All members of the writing team –which is always open to whomever may be interested– 


are potential authors of ENTRIES for each proposed voice. Thus, each voice may gather 
 several independent entries, or related through debates or criticism to previous contribu-
 tions. 


―  The EDITOR (one per voice) is committed to allocate each entry –with sufficient quality– 


in the final article in a structured way and without redundancy. At the same time, the editor 
 can ask authors for further clarification or deepening here and there, improving the text, 
 providing references, etc. 


― For each article, there is a DISCUSSION space where members can make comments, crit-
 ics, suggestions, questions to the given entries. 


― The COORDINATORS overview the elaboration of the glossariumBITri as a whole and 
 coordinate the development of different tasks related to its development: management and 
 development of the edition system, content review, correction request, layout, call organi-
 zation, dissemination, etc. 



Abbreviations and article organisation


As one can see in the adjacent example, right after the voice the usual designation in Spanish, 
French and German is shown between brackets, preceded by the initials S., F. and G. respec-
tively. 



(11)Immediately after, the scientific or discipli-
 nary usage contexts, in which the article is 
 developed,  is indicated between square 
 brackets. The goal has been to point out the 
 field better suited to the usage of the term. 


Thereby there are voices of specific usage 
 for certain theories (e.g., self-re-creation  de-
 fined in the context of the Unified Theory 
 of Information). On the other hand, “trans-
 disciplinary” has been used in the soft sense 
 of crossing different disciplines (e.g., [trans-
 disciplinary, system theory]). 


As subindex going along the list of usage 
 contexts, the object type to which the article 
 refers to is  highlighted. It can be: concept 
 (e.g., autopoiesis), metaphor  (e.g., infor-
 mation flow), theory  (e.g., channel theory), 


theorem (e.g., fundamental theorems of Shannon), discipline (e.g., hermeneutics), problem (e.g., fo-
 toblogs and adolescents), or resource (e.g., semantic web). 


In case the article is large, the titles of the sections, in which the article is divided, are enumerated 
 right after the heading. 


The article structure has been freely determined by the corresponding editors, striving for a 
 systemization of the entries provided by authors or participants in discussions. 


For citation and bibliographic reference listing and style adapted to ISO 690 standard has been 
 used. 


The authorship in indicated at the bottom of each article through abbreviations specified in 
 the section devoted to the editorial team. “ed” denotes editor, “tr” translator. If only an abbre-
 viation is indicated at the article bottom this means the corresponding author has not received 
 –or incorporated yet– contributions of other authors. 


Additionally other abbreviations and acronyms referred to right after the authors and editors’ 


abbreviation list. 
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Editorial Team 



Coordinators 


José María Díaz Nafría (Senescyt–UPSE, Ecuador), jdian@unileon.es 


Francisco Salto Alemany (Universidad de León, Spain), francisco.salto@unileon.es 
 Mario Pérez-Montoro (Universitat de Barcelona, Spain), perez-montoro@ub.edu 



Editors 


The following list recaps for each editor the set of articles he is in charge of (in the introductory 
 section devoted to glossariumBITri’s methodology the particular role of the editors as to the 
 interdisciplinary elaboration of articles is specified). This list does not reflect the contributions 
 of editors to other voices as authors. 


Juan Miguel Aguado (Universidad de Murcia): Autopoiesis, Communication; Constructivism; 


Cybernetic; Endogenous information; Observation 


Carlos Aguilar (Universidad de Barcelona): Audio-visual content; Situational logic 


Basil M. Al Hadithi (Universidad Politécnica de Madrid): Automatic regulation; Control Theory; 


Feedback; Fuzzy logic 


Juan Ramón Álvarez (Universidad de León): Biosemiotics; Memetics 
 Leticia Barrionuevo (Universidad de León): Open Access; Repository 
 Søren Brier (Copenhagen Business School, Denmark): Cybersemiosis 
 Luis Emilio Bruni (Aalborg University, Denmark): Symbol, Biosemiosis 


Mark Burgin (University of California Los Angeles, USA): General Theory of Information, Algo-
 rithmic Information Theory, Kolmogorov Complexity, Super-recursive 


Manuel Campos (Universitat de Barcelona): Correlation; Regularity; Representation; Situation 
 semantics; Situation theory (ST); Truth value 


Rafael Capurro (Institut für Digitale Ethik, Germany): Angeletics; Automatic Identification (Ra-
 dio-Frequency Identification, RFID); Hermeneutics; Human Enhancements Technologies 
 (HET); ICT implants; Information Ethics; Intercultural information ethics; Interpretation; 


Message; Roboethics; Surveillance society 


María Herminia Cornejo (UPSE, Ecuador), Oceanography and information
 Emilia Curras (Universidad Autónoma de Madrid): Informacionism 


José María Díaz Nafría (Senescyt-UPSE, Ecuador; Munich University of Applied Sciences, Ger-
many; Universidad de León, Spain): Alphabet; Code; Communication channel; Context; Dialogic 



(13)vs. Discursive; Disinformation; Encoder and Decoder; Fundamental Shannon's Theorems; 


Holographic Principle; Noise; Sign; Signal 


Gordana Dodig-Crnkovic (Mälardalen University, Sweden): Info-computationalism 
 Jesús Ezquerro (Universidad del País Vasco): Cognition; Natural Psicology 


Juan Carlos Fernández Molina (Universidad de Granada): Information Rights 


Peter Fleissner (Technische Universität Wien, Austria): Commodification; Input vs Output [Sys-
 tem Theory]; Reversibility vs. Non-reversibility; System theory 


Anto Florio (Institute for Logic, Language and Computation, Amsterdam): Intentional Content 
 Christian Fuchs (University of Westminster, UK): Critical Theory of Information, Communica-
 tion, Media, Technology  


Xosé Antón García-Sampedro (I.E.S. Bernaldo Quirós, Mieres): Information Aesthetics 
 Roberto Gejman (Pontificia Universidad Católica de Chile): Difference; Record 


Igor Gurevich (Institute of Informatics Problems of the Russian Academy of Sciences, Rusia) Infor-
 mation as heterogeneity 


Wolfgang Hofkirchner  (Technische Universität Wien, Austria): Capurro's Trilemma; Emer-
 gentism; Information Society; Self-re-creation [UTI]; Self-reproduction [UTI]; Self-restructur-
 ing [UTI]; Structural information [UTI]; Unified Theory of Information (UTI) 


Manuel Liz  (Universidad de La Laguna): Content; Informational Content; Mental Content; 


Mind; Non-informational access; Referential ability; Semantic content 
 Rosa Macarro (Universidad de Extremadura): Receiver, Sender, Source 


Alfredo Marcos (Universidad de Valladolid): Information Measurement; Information as relation 
 Estela Mastromatteo (Universidad Central de Venezuela): Digital divide; Information Literacy; 


Information Technologies 


José Méndez (Universidad de Salamanca): Contradiction 


Jorge Morato (Universidad Carlos III): Information Retrieval; Web social/Social Web; Topic 
 Maps 


José Antonio Moreiro (Universidad Carlos III): Indexing language; Folksonomy; Taxonomy 
 Walter Orozco (Universidad Estatal Península de Santa Elena, Ecuador), Data Bases 


Tomás Ortiz (Universidad Complutense de Madrid): Cerebral oscillations 


Julio Ostalé (Universitat de Barcelona): Barwise, K. Jon; Channel theory; Information Flow; In-
 formation Reports 


Mario Pérez-Montoro (Universitat de Barcelona): Data; Dretske, Fred; Information architecture; 


Information management; Information visualization; Knowledge; Knowledge management; 


Propositional content; Usability 


Carmen Requena (Universidad de León): Emotion; Motor information 
 Gemma Robles (Universidad de Salamanca): Consistency; Paraconsistency 


Blanca Rodríguez (Universidad de León): Document; Documental content analysis; Library 
Science 



(14)Shendry Rosero (UPSE, Ecuador), Telematic Networks 


Francisco Salto (Universidad de León): Incompleteness; Infomorphism; Infon; Modal logic; 


Net; Tautology; Turing's Halting Theorem 


Lydia Sánchez (Universitat de Barcelona): Fotoblogs and Teenagers; Image; Incremental infor-
 mation [ST] 


Sonia Sánchez-Cuadrado (Universidad Carlos III): Knowledge Organization; Knowledge Or-
 ganization System; Ontology; Semantic Web; Thesaurus 


Jérôme Segal (Interdisciplinary Centre for Comparative Research in the Social Sciences, Austria): Claude 
 Elwood Shannon 


Washington Torres (UPSE, Ecuador), Telecommunication politics 


Margarita Vázquez (Universidad de La Laguna): Paradox; Surprise; System; Temporal Logics; 


Virtual 


Rainer Zimmermann (Munich University of Applied Sciences, Germany; Clare Hall-Cambridge, 
 UK) Network; Space 



Other authors 


The following authors (not included in the former list) have contributions to the articles spec-
 ified bellow:  


Yorgos Andreadakis (Universidad Carlos III): Semantic Web, Social Web 


Sylvia Burset (Universitat de Barcelona): Image, Fotoblogs and Teenagers, Information Aesthe-
 tics 


Eva Carbonero (Universidad Carlos III de Madrid): Folksonomy 


Anabel Fraga (Universidad Carlos III): Folksonomy, Semantic Web, Social Web 


Mehrad Golkhosravi (Universitat de Barcelona): Data; Dretske, Fred; Information Architecture; 


Information Management; Information Visualization; Knowledge; Knowledge Management; 


Propositional Content; Usability 



Language and style correction 


The following were in charge of enhancing grammar and style correctness: 


Basil M. Alhadithi  (Universidad Politécnica de Madrid) (inglés) 


Anthony Hoffmann (University of Wisconsin Milwaukee, EE.UU.) (inglés) 
 Rosa Macarro  (Universidad de Extremadura) (inglés, español)  


Mercedes Osorio (I.E.S. Ramiro de Maeztu, Madrid) (inglés) 
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Abbreviations and Acronyms 



Abbreviations of authors and editors’ names


Abbreviations used at the footing of each article for the identification of the contributors.  


AF  Anto Florio  JFM  J.C. Fernández Molina  MPM  Mario Pérez-Montoro 
 AFV  Anabel Fraga Vázquez  JE  Jesús Ezquerro  MV  Margarita Vázquez 
 BA  Balu Athreya  JGS  J. A. García-Sampedro  PF  Peter Fleissner 
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ALGORITHMIC INFORMATION (S. in-
 formación algorítmica, F. information algorithmique, 
 G. algorithmische Information) [transdisciplinary, 
 ICT] concept, theory 


Algorithmic information reflects aspects and 
 properties of information related to algo-
 rithms (s. also →Algorithmic Information Theory, 
 and →Axiomatics for Algorithmic Information). 


Many information processes, such as network 
 messaging or computer information pro-
 cessing, have algorithmic nature as they are 
 performed according to various algorithms. 


Two kinds of algorithmic information are 
 considered: (1) algorithmic information neces-
 sary to build a constructive object by a given 
 system of algorithms and (2) algorithmic in-
 formation in an object, e.g., message, which al-
 lows making simpler construction of another 
 object. The most popular measure of algorith-
 mic information of the first type is absolute Kol-
 mogorov or algorithmic complexity. The most pop-
 ular measure of algorithmic information of the 
 second type is relative Kolmogorov or algorithmic 
 complexity (→Kolmogorov complexity). 


According to the classes of algorithms used 
 for information acquisition, processing and 
 utilization, three types of algorithmic infor-
 mation have been separated and studied: 


― subrecursive algorithmic information, 


― recursive  algorithmic information (→Kol-
 mogorov complexity), and 


―super-recursive  algorithmic information 
 (→Super-recursive Kolmogorov complexity). 
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(MB) 
 ALGORITHMIC INFORMATION 
 THEORY  (S. Teoría Algorítmica de la Infor-
 mación, F. Théorie Algorithmique de la Information, 
 G.  Algorithmische Informationstheorie)  [Infor-
 mation Theory, Computer Science, Coding 
 theory, Complexity theory] theory


Contents.— 1) Symbolic objects and symbols; 2) Recon-
 structive sense of algorithmic information; 3) Versions of al-
 gorithmic information measures; 4) Algorithmic vs common 
 sense information: object vs carrier of information; 5) Timely 
 and semiotic aspects of algorithmic information with respect 
 to other information meanings.


Algorithmic information theory is based on 
the concept of Kolmogorov or algorithmic 
complexity of objects, which provides means 
to measure the intrinsic information related to 
objects via their algorithmic description length 
(s. also →algorithmic information).  As it is gener-
ally assumed, this measure was introduced and 



(19)studied by three authors: Ray Solomonoff
 (1964), Andrey Kolmogorov  (1965) and 
 Gregory  Chaitin  (1966). Algorithmic ap-
 proach explicates an important property of in-
 formation, connecting information to means 
 used for accessing and utilizing information. 


Information is considered not as some inher-
 ent property of different objects but is related 
 to algorithms that use, extract or produce this 
 information. In this context, a system (person) 
 with more powerful algorithms for infor-
 mation extraction and management can get 
 more information from the same carrier and 
 use this information in a better way than a sys-
 tem that has weaker algorithms and more lim-
 ited abilities. This correlates with the conven-
 tional  understanding of information. For in-
 stance, system (person) that (who) has a code 
 C can read codified in C texts, while those who 
 do not have this code cannot read such texts. 


As a result, efficiency or complexity of algorithms 
 becomes a measure of information in contrast 
 to the traditional approach when information 
 is treated as uncertainty or diversity. Efficiency 
 is a clue problem and a pivotal characteristic 
 of any activity. Consequently, measures of ef-
 ficiency and complexity provide means for 
 measuring information as a dynamic essence. 


Algorithmic information theory has been ap-
 plied to a wide range of areas, including the-
 ory of computation, combinatorics, medicine, 
 biology, neurophisiology, physics, economics, 
 hardware and software engineering, probabil-
 ity theory, statistics, inductive reasoning, and 
 machine learning. 


1. Symbolic objects and systems. Objects 
 considered in algorithmic information theory 
 are strings of symbols because the most habitual 
 representation of information uses symbols 
 and it is possible to represent other structures 
 codifying them by strings of symbols. It is nat-
 ural to interpret such strings as words or texts 
 in some language. It means that information is 
 presented and processed in the symbolic form 
 and all systems are represented by their symbolic 
 (semiotic) models (→symbol). Exact models 


have mathematical structure. The main ques-
 tion is how much information we need to re-
 construct (compute) a given string (word). 


Thus, the traditional approach in algorithmic 
 information theory treats only symbolic infor-
 mation. This question relates information to 
 complexity because measure of necessary in-
 formation appears here as a measure of com-
 plexity of the string reconstruction. 


2. Reconstructive sense of algorithmic in-
 formation.  Reconstruction/computation  of a 
 string of symbols is an action that is realized 
 as a process. Its complexity depends on means 
 that are used for reconstruction. To make this 
 idea precise a concept of an algorithm is used. 


Namely, strings are reconstructed (built) by al-
 gorithms. Algorithms are working in the do-
 main of strings and this domain usually con-
 sists of all finite strings in some alphabet. In 
 this context, an algorithm (it is also possible to 
 say, automaton or computer) takes one string 
 of symbols z and eventually produces another 
 string x, as represented in the following figure. 


The input string is a carrier of information 
about the output string, i.e., string that we are 
going to reconstruct/compute. It is possible 
to consider the input string z as the program 
that has been given to the algorithm/machine 
for computing x. This program provides in-
formation about x for an algorithm (compu-
ting device). In such a way, researchers come 
to information size (complexity) of a string of 
symbols, which is the theory's fundamental 
concept. Note that very often, information 
content of a string is called Kolmogorov com-
plexity. Namely, the information content C(x) 
of a string x is the minimum quantity of infor-
mation needed to reconstruct this string. In 
the conventional approach, such quantity of 
input information is measured by the size of 
information carrier and as carriers are strings 
of symbols the volume of a string z  is the 
length l(z) of this string. Thus, the length of 



(20)the shortest program for calculating the out-
 put string x gives the measure of information 
 needed to reconstruct/compute this string. 


3. Versions of algorithmic information 
 measures. Although this is the most popular 
 information measure in algorithmic infor-
 mation theory, other versions of algorithmic 
 measures of information have been intro-
 duced. The most known of then are: uniform 
 complexity KR(x), prefix complexity  or prefix-free 
 complexity K(x), monotone complexity Km(x), con-
 ditional Kolmogorov complexity CD(x), time-bounded 
 Kolmogorov complexity Ct(x), space-bounded Kolmo-
 gorov complexity Cs(x), and resource-bounded Kolmo-
 gorov complexity Ct,s(x). In addition, algorithmic 
 information theory has been extended to infi-
 nite processes, infinite words (Chaitin, 1976; 


1977), →super-recursive algorithms (Burgin, 1995; 


2005; Schmidhuber, 2002) and quantum com-
 putations (Svozil, 1996; Vitanyi, 1999; 2001). 


Each new development of algorithmic infor-
 mation theory has been connected to consid-
 ering different classes of algorithms as means 
 for information acquisition, processing and 
 utilization. At first, only subrecursive classes 
 (i.e., subclasses of the class of all Turing ma-
 chines, such as the class of all delimiting Tu-
 ring machines) were used for this purpose. 


Later more powerful, →super-recursive algo-
 rithms, such as inductive Turing machines were 
 applied to the study of algorithmic infor-
 mation (s. also →algorithmic information). 


Existence of a variety of approaches and algo-
 rithmic measures of information caused a ne-
 cessity for a unifying approach. This approach 
 called →axiomatic information theory  was intro-
 duced and developed by Burgin (1982; 1990; 


2005; 2010). 


4. Algorithmic vs common sense infor-
 mation:  object vs carrier of information. 


An essential problem with algorithmic com-
 plexity as a measure of information is related 
 to its information theoretical interpretation. It 
 is generally assumed that the algorithmic com-
 plexity of a binary string x  measures  the 
 amount of information in the string x. Thus, 


according to the algorithmic information the-
 ory, random sequences have maximum com-
 plexity as by definition, a random sequence 
 can have no generating algorithm shorter than 
 simply listing the sequence. It means that in-
 formation content of random sequences is 
 maximal.


Physicists were the first who attracted atten-
 tion to this peculiarity. For instance, Richard 
 Feynman (1999) wrote: 


"How can a random string contain any infor-
 mation, let alone the maximum amount? Surely we 
 must be using the wrong definition of  'infor-
 mation'?..." 


To eliminate these contradictions and discrep-
 ancies that are prevalent in algorithmic infor-
 mation theory and to solve the problem of 
 correct understanding the meaning of the 
 function C(x), it is more adequate to consider 
 C(x) and all its versions as measures of information 
 about x or the information size of x with the spe-
 cial goal to build or reconstruct x. It means 
 that in reality, x is not the carrier of information 
 measured by C(x), but the object of this infor-
 mation. Thus, it becomes not surprising that 
 people, or a machine, need more information 
 about a random sequence of letters to recon-
 struct it than about a masterpiece, such as a 
 poem by Dante or a novel by Cervantes. 


5. Timely and semiotic aspects of algorith-
mic information with respect to other in-
formation meanings. In order to reconcile 
the common sense of information with the 
one provided by the algorithmic information 
theory, the timely  distinction introduced by 
Weizsäcker (1984) between potential and actual 
information is also fruitful (Lyre, 2002). In our 
case, while the aforementioned carrier (z in the 
figure above) represents potential information 
(i.e. the possibility to reconstruct x), the object 
of information x  represents actual information 
when the algorithmic system has effectively 
reconstructed it. By abstracting the algorith-
mic resources and therefore addressing to an 
alleged optimal means, the specificity of z with 
respect to a given algorithmic system is lost 



(21)and only the objective of reconstruction, x, 
 prevails. To this respect algorithmic infor-
 mation can be seen as actual information. On 
 the contrary, the information concept pro-
 vided by the Mathematical Theory of Commu-
 nication (MTC), information entropy, exclu-
 sively refers to the degree of uncertainty at the 
 recipient before being informed, thus abstract-
 ing the specific outcome. This shows that in-
 formation entropy has a fundamental poten-
 tial character complementary to algorithmic 
 information.


The semiotic distinction  between syntactic 
 and semantic aspects offers as well some in-
 sights to distinguish algorithmic information 
 from other senses of information. As argued 
 by Lyre (2002) algorithmic information – un-
 like →Shannon’s information – reflects, at the 
 same time, semantic and syntactic aspects: 


“The algorithmic information content 
 measures actual information under both syn-
 tactic and sematic aspects” (Lyre 2002, p. 38). 


In our context, x can be regarded as the se-
 mantic value of the algorithmic information or 
 process (note x  may be a set of operations 
 with a particular effect on the environment, 
 for instance, a manufacturing process, there-
 fore it reflects not only semantics but also 
 pragmatics), whereas z represents its syntacti-
 cal value. In the invariant form of algorithmic 
 information, z  corresponds to the minimal 
 syntactics to address the object semantics rep-
 resented by x. On the contrary, is well known 
 that MTC programmatically restrict infor-
 mation to its syntactic dimension. 


These same distinctions are to some extent 
 also used in the common senses of infor-
 mation. When we consider that we need infor-
 mation, this is regarded in its potential value. 


While when we say that we have the infor-
 mation someone need, this is regarded in its 
 actual value, though what we factually have is 
 some z that might eventually be shared and we 
 suppose the third party has the algorithmic 
 means (as we do) to reconstruct some x, which 
 for some reason might be cherished. Then 
 having z is practically equivalent to having x. 


Although it would not be formulated as such, 
 it is commonly clear that z  has a syntactical 
 value, whereas x has a semantic one. 
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(MB –ed.-; MB, JMD) 
 ALPHABET (S. alfabeto, F. alphabet, G. alpha-
 bet) [transdisciplinary, ICT] concept, resource


The term (from Latin alphabētum, and this from 
Greek ἄλφα,  alfa,  and βῆτα,  beta)  has  been  origi-
nally used to refer to the writing system whose 
symbols (letter) are in relative correspondence 
with phonemes of the spoken language, in con-
trast  to  those  writings  in  which  the  corre-
spondence is established withmorphemes or syl-
lables. However, the usage has been extended 
to refer to the set of symbols employed in a 
communication system. This is the sense nor-
mally used in communication theory and par-
ticularly in the model of information transmis-
sion (especially in its syntactic level, such as in 



(22)the  case  of  MTC),  labelling  the  finite  set  of 
 symbols or messages that make up the →code 
 which must be known for both the emitter and 
 receiver.


There are two fundamental features to charac-
 terise the alphabet with regard to its performance 
 in communication efficiency: 1) its adequacy to the con-
 straints  of  the  communication  channel  (e.g., 
 that the stroke could be continuous or not, or 
 that the spectral content had to be limited to a 
 given range); 2) thedifferentiability of its compo-
 nent symbols. The former because it will just 
 be effective whatever succeeds in crossing the 
 channel; the latter because depending on it the 
 reception in noisy environments will be better 
 or worse. Indeed, Kotelnikov (1959) proved 
 that the detection error probability is a func-
 tion of such differences (measured in terms of 
 energy with respect to the noise spectral den-
 sity).


Concerning  alphabets  coming  from  natural 
 languages,  they  exhibit  relevant  features  re-
 garding  an  efficient  coding  for  transmission 
 through artificial channels: 1) the statistical fre-
 quency of each symbol, and 2) the statistical de-
 pendence  between  a  symbol  and  its  adjacent 
 ones  (i.e.,  the  transmission  probability  of  a 
 symbol j when the previous was i or a given 
 sequence). The observation -by Alfred Vail- of 
 the  first  feature  in  the  development  of  the 
 Morse code played a major role in the success 
 of Morse Telegraph (Oslin 1992) and proba-
 bly, it played an important heuristic role in the 
 forging of the concept of information meas-
 ure, especially in Hartley and Shannon work 
 (Lundheim 2002, Segal 2003). The last one ac-
 counts for both features in his famous "Math-
 ematical Theory of Communication" in order 
 to determine the entropy (or information amount) 
 of a source (Shannon 1948).
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(JMD) 
 ANGELETICS (S. angelética, F. angeletique, G. 


Angeletik)  [Communication  theory,  Infor-
 mation ethics] concept


Contents.— 1) What is angeletics?, 2) To what extent 
 is this a new science?, 3) A transparent society?, 4) A time 
 of empty angels, 5) From hermeneutics to angeletics, 6) Con-
 clusion 


1. What is angeletics? It is the name of a field 
 of philosophic and scientific research. Why is 
 it called like that? The word 'angeletics' derives 
 from Greek angelia, meaning message. We use 
 it when we refer to angels or divine messen-
 gers. There is a long tradition in theology and 
 religious studies called angelology. Angeletics 
 is different from angelology, its purpose being 
 to  study  the  phenomenon  of  messages  and 
 messengers within the boundaries of the condi-
 tion  humaine,  i.e.  having  as  its  primary  object 
 human communication. This does not imply 
 that studies relating to messages and messen-
 gers in religion or the natural sciences are ex-
 cluded.  Since  the  Internet,  digital  messages 
 and messengers are playing an important role 
 in social communication. 


2. To what extent is it a new science? It is 
evident that the social phenomenon of mes-
sages and messengers is a vast, old and com-
plex  phenomenon.  The  industrial  revolution 
has attributed a lot of value to the marketing 
theory, that is, the study of propagating mes-
sages to obtain economic benefits. Moreover, 
when  we  go  back  to  the  cultural  revolution 
caused by the invention of the press we can 
perceive the influence of this technique in the 
worldwide dissemination of political, religious 
and economic messages in modern times. We 
should not forget the history of the technique 
and organization of the post offices and, last 



(23)but not least, the history and theory of rela-
 tions between the states based on embassies 
 and ambassadors. 


3. A transparent society? The technical rev-
 olution of the printing press creates a new sit-
 uation that is both informative and angeletic. 


Immanuel Kant sees in the non-censored dis-
 tribution  of  scientific  research  through  the 
 press the medium in which the ideals and mes-
 sages of Enlightenment can spread and indi-
 rectly influence public politics. Since then new 
 political and (pseudo)-scientific messages ap-
 peared seeking to occupy the place of religious 
 messages  and  messengers  with  catastrophic 
 consequences for society and nature, making 
 full  use  as,  for  instance,  in the  case  of  Nazi 
 Germany,  of  radio-diffusion.  The  peak  of 
 mass  media,  through  its  one-to-many  struc-
 ture, opened the debate about the task of cre-
 ating a public space free of pressure structures, 
 where the force of the arguments and reason-
 ing of the players has precedence. This was the 
 ideal proclaimed by philosophers like Jürgen 
 Habermas.  According  to  Habermas,  Kant 
 could  not  foresee  the  transformation  of  the 
 public  space  dominated  by  mass  media 
 (Capurro, 1996a). Italian philosopher Gianni 
 Vattimo,  in  his  turn,  criticized  the  Haber-
 masian transparent society, with emphasis on 
 its utopian aspect and leveler of differences, so 
 that  a  "weaker"  or  less  transparent  structure 
 permits different kinds of cultural mixes that 
 are more clearly reflected today in the decen-
 tralizing  character  of  the  Internet  (Vattimo 
 1989).  


4. A time of empty angels. German philoso-
 pher Peter Sloterdijk has pointed out that we 
 live in a "time of empty angels" or "mediatic 
 nihilism", in which we forget what message is 
 to be sent while the messengers of transmis-
 sion media multiply: "This is the very disange-
 lium of current times" (Sloterdijk 1997). The 
 word disangelium (por bad news) stands out, in 
 contrast to euangelium, for the empty nature of 
 the messages disseminated by the mass media, 
 culminating  in  the  widely-known  words  of 


Marshall McLuhan: "The medium is the mes-
 sage". The question then is exactly to what ex-
 tent the Internet creates a new angeletic space 
 giving rise to new synergies of messages and 
 messengers beyond the hierarchical and abso-
 lute  or  pseudo-absolute  character  of  sacred 
 messages or their political substitutes. If, ac-
 cording to Sloterdijk (1983), mass media have 
 a  cynical  structure,  the  question  arises  now 
 about the "fantasmatic" character of the new 
 media (Zizek 1997, Capurro 1999a). 


Based  on  that,  we  now  reach  what  we  call 


→information  ethics,  aimed  at  explaining  the 
 possible theoretical and practical horizons in 
 order  to  maintain,  organize  and  create  new 
 forms of common life. This current praxeo-
 logical  horizon  explored  by  the  information 
 ethics is given in a world where, on the one 
 hand, the classic parameters of time and place 
 are questioned as determining factors for the 
 creation  and  diffusion  of  messages;  on  the 
 other  hand,  the  local  structures  of  political 
 power up to now controlling such a phenom-
 enon are now paradoxically in the inverse sit-
 uation. The great economic and social (r-)evo-
 lutions are founded less on the prevalence of 
 media  to  produce  material  objects,  as  Karl 
 Marx thought, than on the media to communi-
 cate messages. The latter are the basis of the 
 former (Capurro, 1995, 1999).  


5. From hermeneutics to angeletics. Lastly, 
I would like to mention the relationship be-
tween angeletics and hermeneutics (Capurro, 
2000b).  Hermeneutics  was  one  of  the  main 
schools of philosophical thought in the 20th 
century.  Apart  from  the  disputes  between 
schools (positivism, Marxism, critical rational-
ism,  analytical  philosophy,  scientific  theory, 
etc.), we can say that one of the great results 
of the study on the 20th century has been the 
awareness of the interpretative nature of hu-
man  knowledge.  This  is  valid  both  for  Karl 
Popper, for example, who presented a charac-
terization of scientific knowledge as being an 
eminently  conjectural  knowledge,  subject  to 
empirical falsifications, or for the "hermeneu-
tic circle" explained by Hans-Georg Gadamer 



(24)with basis on Heideggerian analytics. Each in-
 terpretation presupposes a process of message 
 transmission. Hermes is first and foremost a 
 messenger  and,  consequently,  an  interpreter 
 and translator. This message-bearing nature of 
 knowledge and communication is exactly an-
 geletics aims to analyze. Of course, this is just 
 as complex and far-reaching a task as herme-
 neutics was in the last century. 


6. Conclusions. A s angeletics is a message 
 theory, it is in itself only a message aiming to 
 create common knowledge, which might be-
 come  a  key-science  for  the  newly-born  cen-
 tury. Its issues relate to the origin, purpose and 
 content of messages, power structures, tech-
 niques  and  means  of  diffusion,  ways  of  life, 
 history  of  messages  and  messengers,  coding 
 and interpreting, and psychological-, political-
 ,  economical-,  aesthetical-,  ethical-  and  reli-
 gious aspects. In other words, a new scientific 
 cosmos. We are far away from such a science 
 of messages and messengers as well as from its 
 philosophical foundations. 
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(RC) 
 AUDIO-VISUAL CONTENT  (S. contenido 
 audiovisual, F. contenus audiovisuels, G. audiovisue-
 ller Inhalte) [transdisciplinary, ICT]concept


The audio-visual content has a double relation 
 with information. As physical objects they can 
 be observed as carriers of information about 
 their  own  nature  and  given  the  transmitted 
 content, can also be considered as information 
 carriers, in the terms of the Unified Theory of 
 information.  UNESCO’s  Memory  of  the 
 World  Program  recognizes  that  documents, 
 including  audiovisual  documents,  have  two 
 components: the information content and the 
 carrier on which it resides. 


The  value  of  information  often  depends  on 
how easily it can be found, retrieved, accessed, 
filtered  and  managed.  An  incommensurable 
amount of audiovisual information is becom-
ing available in digital form, in digital archives, 
on  the  World  Wide  Web,  in  broadcast 
DataStream and in personal and professional 
databases, and this amount is only growing. In 
spite of the fact that users have increasing ac-
cess to these resources, identifying and man-
aging them efficiently is becoming more diffi-
cult,  because  of  the  growing  volume.  The 
question of identifying content is not just re-
stricted to database retrieval applications such 
as  digital  libraries,  but  extends  to  areas  like 
broadcast channel selection, multimedia edit-
ing, and multimedia directory services. 



(25)Furthermore,  images  are  rich  in  contents, 
 while  in  many  applications  text  may  not  be 
 rich enough to describe images in an effective 
 way.  To  overcome  these  difficulties,  in  the 
 early  1990s,  content-based  image  retrieval 
 emerged as a promising means for describing 
 and  retrieving  images.  Content-based  image 
 retrieval systems describe images by their own 
 visual content, such as color, texture, and ob-
 jects’  shape  information  rather  than  text.  In 
 1996  MPEG  recognize  the  need  to  identify 
 multimedia content, and started a work item 
 formally called ‘Multimedia Content Descrip-
 tion Interface', better known as MPEG-7. 


The Moving Picture Experts Group (MPEG) 
 is  a  working  group  of  ISO/IEC  (formally 
 ISO/IEC  JTC1/SC29/WG11)  in  charge  of 


“development  of  international  standards  for 
 compression, decompression, processing, and 
 coded representation of moving pictures, au-
 dio, and their combination, in order to satisfy 
 a wide variety of applications”. 


This  standard  includes  the  description  of 
 physical  characteristics  of  the  image  but 
 MPEG-7 also includes Descriptors that define 
 the syntax and the semantics of the image. The 
 specific structure, semantics and relationships 
 among the components of the content are col-
 lect  in  Description  Schemes.  There  are  two 
 different schema types:  Descriptors and De-
 scription Schemes. 


According  to  this  philosophy,  the  MPEG-7 
 descriptors of the audio-visual content may in-
 clude all the items that the standard considers 
 as informative: 


―Information  describing  the  creation  and 
 production processes of the content (direc-
 tor, title, short feature movie). 


―Information related to the usage of the con-
 tent  (copyright  pointers,  usage  history, 
 broadcast schedule). 


―Information of the storage features of the 
 content (storage format, encoding). 


―Structural information on spatial, temporal 
 or spatio-temporal components of the con-
 tent  (scene  cuts,  segmentation  in  regions, 
 region motion tracking). 


― Information about low level features in the 
 content  (colors,  textures,  sound  timbres, 
 melody description). 


―Conceptual information of the reality cap-
 tured by the content (objects and events, in-
 teractions among objects). 


―Information about how to browse the con-
 tent in an efficient way (summaries, varia-
 tions, spatial and frequency sub bands,). 


― Information about collections of objects. 


― Information  about  the  interaction  of  the 
 user with the content (user preferences, us-
 age history). 
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(CA) 
AUTOPOIESIS  (S. autopoiesis,  F. autopoïèse, 
G. Autopoiesis) [system theory, cibernetics, the-
ory of social systems] concept
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