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Exercise 4.1


As usual, we check the block for detectable errors by finding the remainder when the
 block is divided by 11101 (which corresponds to the generator polynomial g(x)), using
 modulo-2 arithmetic:


111110111000
 11101)1011011100011000


11101
 10111
 11101
 10101
 11101
 10001
 11101
 11000
 11101


10100
 11101
 10011
 11101
 11101
 11101


00000


110100111001
 11101)1000001110001101


11101
 11010
 11101


11111
 11101


10100
 11101
 10010
 11101
 11111
 11101


10101
 11101
 1000


For 1011011100011000, we see that the remainder is zero, so the block contains no
 detectable errors, while for 1000001110001101 the remainder is 1000, which indicates
 that the block contains an error.


15



(2)
Exercise 4.2


The point of this exercise is to give you some physical feeling for data transmission in
 the real world. The distance from the surface of the Earth to a geosynchronous satellite
 is (if we ignore factors such as the elevation of the satellite above the horizon) about
 36 000 km. So with the data given we have:


ts = 100 + 2·(36000×103×108 3 ×1000) + (1000107 ×1000) ms.


= 100 + 240 + 0.1 ms.


≈ 340 ms.


The time required to send a message and obtain an acknowledgment is thus approx-
 imately 0.680 sec. To keep up a data rate of 2 Mbit/s, we therefore need to send
 2×106×0.680 bits before an acknowledgment arrives. In other words, we need to
 be able to have(2×106×0.680)/1000 PDUs outstanding. Thus:


Ws = 1360


For the fibre optic link, we obtain:


ts = 10 + (3×101008 ×106) + (1.4×10100 8×106) µs.


= 10 + 0.3 + 0.6 µs.


≈ 11 µs.


To maintain a data rate of 2 Mbit/s it is necessary to send(2×106)×(22×10−6)bits
 before an acknowledgment is received. This corresponds to(2×106)×(22×10−6)/100
 PDUs. Thus:


Ws < 1


In practice, this means that Ws=1 will be sufficient.



Exercise 4.4


A simple polling protocol with sequence numbers and timeout could be described by:


Sender def=S[0,a]


S[n :N,x :M]def=(right?y :{POLL} →SAPA?x :M →right!(succ(n),x)→S[succ(n),x]


[]right?y :{REPT} →right!(n,x)→S[n,x])


Receiver def=(R[0]kTimer)\ {up}


R[n :N] def=(le f t!POLL→up!SET→RT[n])


RT[n :N]def=(le f t?(i :N,x :M)→up!RESET→
 (if(i=succ(n))


then SAPB!x→R[succ(n)]


else R[n] )


[]le f t?(n :N,y :M′)→up!RESET→le f t!REPT→RT[n]


[]up?t :{TIMEOUT} →le f t!REPT→up!SET→RT[n])



(3)where we assume the same definition of Timer as in Protocol 3. Once again,M′indi-
 cates the domain of corrupted messages.



Exercise 4.5


The point of this exercise is to get you to analyse the protocol in detail. In Protocol 6
 (PPD, page 88):


acks ∼ the number of the latest PDU which Sender has received an acknowl-
 edgment for.


ns ∼ the number of the next PDU which Sender is to send.


n ∼ the number of the latest PDU accepted by Receiver.


In the course of the execution of the protocol:


1. If the receiver receives a PDU with sequence number i, and i=succ(n), then it
 replies by sending an acknowledgment with number i. This number is received by
 the sender (actually the process S) as the value for a.


2. If the sender has received acknowledgments up to and including acks, it has PDUs
 with numbers{acks+1, . . . ,ns−1}outstanding.


So acknowledgments with numbers a such that acks <a<ns (or, if you prefer, acks+
 1≤a≤ns−1) are accepted.


If the inequality were acks≤a<ns, then an acknowledgment would be accepted for
 something which has already been acknowledged, and one PDU too many would be re-
 moved from the list of PDUs waiting to be acknowledged, This of course has especially
 unpleasant consequences if the list is empty, as the result of trying to remove an element
 from an empty list is undefined.


If the inequality were acks<a≤ns, then an acknowledgment would be accepted for
 something which has not yet been sent off. This also has the consequence that one too
 many PDUs is removed from the list. But here it is more of an open question whether
 the protocol should be resilient to this type of error – the acknowledgment must be
 a spurious one, and one can discuss whether the protocol was in fact designed to be
 resilient to spurious acknowledgments.



Exercise 4.6


The timer in Protocol 3 (PPD, page 76) is defined by:


Timerdef=(up?s :{SET} → (up?r :{RESET} →Timer
 []up!TIMEOUT→Timer) )


As we have seen in Exercise 2.11, this process describes the starting and stopping of
the timer in a reasonable manner. However, since there is no explicit sense of time
in the form of CSP used here, timeout (modelled by the timer sending the message



(4)TIMEOUT) can occur immediately after the timer is started (modelled by the acceptance
 of s :{SET}).


This means that the process QT defined by:


QT[x :M]def=(right!x→(up!SET→ (right?y :{ACK} →up!RESET→S
 []right?y :{NACK} →up!RESET→QT[x]


[]up?t :{TIMEOUT} →QT[x]) ) )


is counter-intuitive, since when used in combination with Timer it leads to a non-
 deterministic choice, or perhaps even timeout immediately after up!SET.


Evidently we need to introduce something which describes a ‘delay’. But where
 should it be? A delay after up?s :{SET}would mean that we could not reset the timer
 until the entire delay had gone by. This is not how a timer usually works. A better
 description would be obtained by introducing some sort of ticking mechanism, such that
 the timer could be reset after any tick:


Timer def=(up?s :{SET} →T[maxtid]


T[i :N0]def=(clock?t :{tick} →(if i=0 then(up!TIMEOUT→Timer)
 else T[pred(i)])


[]up?r :{RESET} →Timer)


Of course we still have to imagine for ourselves that time passes between every two
 consecutive events in which a tick is received.


The timer in Protocol 6 (PPD, page 88) is defined by:


Timer[acks,ns:N0]


def=(up?s :{SET} → Timer[acks,succ(ns)]


[]up?r :{RESET} → Timer[succ(acks),ns]
 []up?r :{RESTART} → Timer[acks,ns]
 []up!TIMEOUT → Timer[acks,ns] )


The idea is that Timer[acks,ns]should behave like that/those timer(s) which are running
 when messages with numbers up to nshave been sent and those with numbers up to acks
 have been acknowledged. This includes timers which are associated with the transmis-
 sion of PDUs with numbers from(acks+1)up to and including(ns−1). Unfortunately,
 it is even more difficult than before to see where the delay should be included, and the
 timer has the same counter-intuitive properties as in Protocol 3.


You might be tempted to think that one could make do with one timer process local to
 each process S, i.e. for each combination of acksand nsin S[acks,ns, . . .]. The idea would
 then be that up!SETwould start the local timer, which could be defined as in Protocol 3.


The problem with this strategy is that an acknowledgment a is supposed to acknowl-
edge all PDUs with numbers<a, but that timers corresponding to these PDUs would
not be able to be ‘seen’ from S[acks,ns, . . .]. So there must be a common timer for the
entire sender side of the protocol, with states which reflect how many active timeout
periods there are at the moment.



(5)Another idea could be to replace the timer by something in the style:


T IMERdef=(up?s :{SET} →(T IMER[c/down]k(down?r :{RESET} →T 1
 []down?r :{RESTART} →T 1


[]down!TIMEOUT→T 1)[c/down])\ {c})
 T 1 def=(up?s :{SET} → (down?r :{RESET} →T 1


[]down?r :{RESTART} →T 1
 []down!TIMEOUT→T 1))


This is analogous with the unbounded buffer which we have analysed in Exercise 2.10.


The idea is that each T 1 element represents an active timer, and that a new element
 is added to the queue of active timers for eachSET and an element is removed for each


RESET. Unfortunately this idea doesn’t work – the queue gets extended when an element
 is added, but it does not contract again when elements are removed. In other words, it
 keeps the maximum capacity which it has ever had. In the case of timers, this means that
 more and more timer elements are required as time goes by. This does not correspond
 to any sensible physical arrangement of timers in a system.


A third idea could be to use a data structure to describe the queue of active timers:


T IMER def=T[[ ]]


T[tl :∗∗N0] def=(up?s :{SET} →T[tlbhmaxtimei]


[]up?r :{RESET} →T[tltl]


[]up?r :{RESTART} →T[(tltl)bhmaxtimei]


[]clock?t :{tick} →T T[update(tl)])
 T T[tl :∗∗N0]def=if tl6= [ ]∧ hdtl=0


then up!TIMEOUT→T[tltl]


else T[tl]


where update updates all the elements in the queue, corresponding to a time unit having
 passed. For example:


update(tl)def=if tl= [ ]
 then[ ]


elsehpred(hdtl)ibupdate(tltl)


This corresponds reasonably closely to practical implementations of multiple timers in
 many communication systems. When a timer is activated, an element is added to a list
 data structure. This element contains the number of ticks which have to occur before the
 timer times out. Every time a master clock ticks, all the elements in the list are counted
 down. Whenever one of them reaches zero, it is removed from the data structure, and
 a timeout signal is sent. Note that the algorithm as given here assumes that there is at
 most oneTIMEOUT between two consecutive ticks, and correspondingly that there is at
 most oneSETbetween any two ticks.


A rather more efficient version of this is to order the elements in the list, so that the
one corresponding to the timer which will time out soonest is at the head of the list, and



(6)the one which will time out latest is at the end of the list. The value of each element
 can then conveniently be set to be the difference between the time at which the previous
 timer will time out and the time at which the current timer will time out. It is then only
 necessary to count down the value of the element at the head of the list. When it reaches
 zero, a TIMEOUT signal is sent, the element is removed from the list, and on the next
 tick the new head element is counted down, and so on. You might like to describe this
 as a little further exercise.



Exercise 4.8


The purpose of this exercise is to improve your ability to describe protocols in CSP, so
 that you can achieve descriptions of reasonably realistic systems. In fact for an enthu-
 siastic student this offers almost unlimited possibilities for developing more and more
 beautiful solutions. However, the solution given here is a fairly modest one:


Senderdef=(SkTimer)\ {up}


S def=(SAPA?r : req→QT[r,0])
 QT[x : req,n :N0]


def=(right!r→ up!SET→SR[x,n])


SR[x : req,n :N0]


def=(right?c : accept→up!RESET→SAPA!c→(. . .)
 []right?a : re f use→up!RESET→SAPA!a→S
 []up?t :{TIMEOUT} → (if n<nmax


then QT[x,xucc(n)]


else SAPA!maxtries→S))


Receiver def=(RkTimer)\ {up}


R def=(le f t?r : req→SAPB!r→ up!SET→RR)


[]le f t?z : E→R)


RR def=(SAPB?c : accept →up!RESET→ le f t!c→RSC[c]


[]SAPB?a : re f use→up!RESET→ le f t!a→RSA[a]


[]le f t?r : req→RR


[]up?t :{TIMEOUT} →SAPB!re f→le f t!nouser→RSA[nouser])
 RSC[c : accept]def=(le f t?r : req→le f t!c→ RSC[c]


[](. . .) )


RSA[a : re f use]def=(le f t?r : req→le f t!a→ RSA[a])


Timer def=(up?s :{SET} → (up?r :{RESET} →Timer
[]up!TIMEOUT→Timer) )
The domain re f use is now the domain of error messages, and we now differentiate



(7)between several sorts of these, so that:


re f use∼ {maxtries,nouser,re f, . . .}


Note that the initiator may perhaps continue to send requests to set up the connection
 even after Receiver has sent a response. For example, this can happen if the response
 gets lost. The receiver must then be able to repeat the response after it has entered a state
 in which it is willing to communicate (denoted by . . . in RSC) or a state in which it has
 sent a final refusal to communicate (in RSA).


A further refinement would be to add references so that the two parties can check that
 it is the same connection that they are talking about. In this case we finish up with a
 protocol very similar to the ISO Class 4 Transport Protocol described in International
 Standard ISO8073.



Exercise 4.9


As in Exercise 4.8, there are very many ways in which this problem can be solved.


Here we shall just present some of the most interesting ones which illustrate important
 principles.


The problem in Protocol 9 is that if there is no user available to accept data at SAPB[k],
 then the entire receiver side gets blocked, even if other users (and other senders) could
 well continue to transfer data. A reasonable first attempt is thus to let each user inform
 the service as to whether it can accept data or not. In other words, we introduce control
 traffic which flows in the opposite direction to the actual data over the user/service inter-
 face. This form of control is often known as interface flow control. The protocol could,
 for example, be:


Sender def=as Protocol 9


Receiverdef=R[{ }]


R[rs :{1, . . .,Nmax}-set]


def=(le f t?(k :{1, . . .,Nmax},x :M)→


(if k∈rs then SAPB[k]!x→R[rs]else R[rs]) )
 []SAPA[k∈ {1, . . .,Nmax}]?open :B→


(if open then R[rs∪ {k}]else R[rs− {k}]) )


The control traffic is here merely an indication as to whether channel k is open or closed
 for further message traffic. If the channel is closed, any incoming messages on that
 channel are ignored.


This solves the problem that the receiver side blocks. However, messages are dis-
carded by the service if the receiving user cannot currently accept them. This is not
always acceptable. A primitive solution to this difficulty would be to have the sender
retransmit the message if it did not get an acknowledgment within a certain period of
time. This would give a protocol similar to Protocol 4 or Protocol 5 for each channel.



(8)However, it would not solve the real problem, which is that in certain periods the sender
 on, say, channel k sends data faster than the receiver can accept them. A much better
 strategy is therefore to send the control information right back to the original sender – a
 so-called back-pressure mechanism. The protocol then becomes:


Sender def=S[{ }]


S[rs :{1, . . .,Nmax}-set]


def=(SAPA[k∈ {1, . . .,Nmax}]?x :M →(right!(k,x)→S[rs])
 []right?(k :{1, . . . ,Nmax},open :B)→SAPA[k]!open→


(if open then S[rs∪ {k}]else S[rs− {k}]) )


Receiverdef=R[{ }]


R[rs :{1, . . .,Nmax}-set]


def=(le f t?(k :{1, . . .,Nmax},x :M)→


(if k∈rs then(SAPB[k]!x→R[rs])else R[rs] )
 []SAPA[k∈ {1, . . .,Nmax}]?open :B→le f t!(k,open)→


(if open then R[rs∪ {k}]else R[rs− {k}]) )


Here we assume that the user on the sending side (at SAPA[k]) obeys the rules of the
 game and does not send data if it has been informed that channel k is closed. Likewise,
 we assume that the user on the receiving side correctly informs the service about whether
 it can receive data or not.


A further development would be to replace the simple open/close mechanism used
 here with information about how many PDUs the user was currently willing to accept
 on, say, channel k. Note that it is now no longer enough to keep track of the state of
 the channels by having a set-valued variable whose elements correspond to the channels
 which are currently open. We need a tuple of values, whose kth element contains infor-
 mation about how many data channel k can carry. This is essentially a credit value for
 channel k; when a message is sent off via channel k, the sender decreases the current
 credit.



Exercise 4.10


A simple abstraction of a token ring is as a collection of stations connected by chan-
 nels as shown here for the ith station:


S[i]


: XXXX


XXXXXz


medium[i⊖1] medium[i]


?
 6


SAP[i]



(9)The notation(i⊖1)here means(i−1)mod N, where there are N stations, identified by
 indices 0, . . . ,(N−1), in the ring. The ring can then be described by the CSP processes:


Ring def= S[0]kS[1]k. . .kS[N−1]


S[i :{0, . . .,N−1}]


def= (SAP[i]?(dst :{0, . . .,N−1},x :M)→Send[i,dst,x]


[]medium[i⊖1]?t : token→medium[i]!t→S[i]


[]medium[i⊖1]?(dst,src :{0, . . .,N−1},y :M)→
 Receive[i,dst,src,y] )


where:


Send[i,dst :{0, . . .,N−1},x :M]


def= (medium[i⊖1]?t : token→


medium[i]!(dst,i,x)→medium[i]!t→S[i]


[]medium[i⊖1]?(d,src :{0, . . .,N−1},y :M)→
 (if d=i


then SAP[i]!(src,y)→Send[i,dst,x]


else medium[i]!(d,src,y)→Send[i,dst,x]) )
 Receive[i,dst,src :{0, . . .,N−1},y :M]


def= (if dst =i


then SAP[i]!(src,y)→S[i]


else medium[i]!(dst,src,y))→S[i] )


This description obeys the rules:


1. The station can send when it receives a token after the user at SAP[i]has delivered
 a message to be transmitted. As soon as the message has been transmitted, the to-
 ken is sent on. While the station is waiting for the token, it can receive normally –
 in other words, SAP[i]describes a full-duplex channel between the user and the
 station.


2. If a token is received when there is no message to transmit, then the token is just
 passed on.


3. If a message for station i is received on the ring, it is forwarded to the user (process
 Receive). Messages not for station i are sent on round the ring.


We note that a source address (src) and a destination address (dst) are added to each ac-
 tual message before transmission on the ring. Tokens, on the other hand, are anonymous
 and carry no destination address.


The above specification contains no data flow control, and the system will therefore
block if the user at SAP[i]is unable to accept the incoming message. This problem can
be cured by letting the user inform the station whether it can accept data or not, as in
Exercise 4.9.



(10)In practical token rings, several variants on the rules above are found, particularly
with respect to the rules for passing on tokens and messages. For example, the station
for which the message is intended may just copy the message to the user, and then pass
it on round the ring. If this is done, the station sending the message may keep the token
until the message which it has sent returns after travelling right round the ring. Another
possibility is that the sending station may be allowed to send all waiting messages each
time it receives the token (so-called exhaustive service), or that it can send for a number
of messages (not necessarily all the waiting ones), as long as it does not keep the token
for more than a certain period of time. Finally, there are token rings with a priority
scheme for messages and/or tokens. You might like to describe some of these variants
in CSP as an extra exercise.
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