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Abstract


These notes are intended for use in connection to the course inStochastic Adaptive Con-
 trol (02421) given at the Department of Mathematical Modelling, The Technical
 University of Denmark.


This report is devoted to control of stochastic systems described in discrete time. We are
 concerned with external descriptions or transfer function models, where we have a dynamic
 model for the input output relation only (i.e.. no direct internal information). The methods
 are based on LTI systems and quadratic costs.


We will start with the basic minimal variance problem. This control strategy is based on a
 one step criterium and is known to in many cases to require a very high control effort. We
 will then move on to more advance, but still one step strategies, such as Pole-Zero control,
 Generalized Stochastic Pole placement control and Generalized Minimum Variance control.


All strategies aiming at reducing the control power to a reasonable level. These methods can
 be regarded as extension to the basic minimal variance strategy and have all a close relation
 to prediction. Consequently a section on that topic can be found in appendix.


The next step in the development is the multi step strategies where the control action is de-
 termined with due respect to the performance over a future period of time. The Generalized
 Predictive Control (GPC) methodology is a special case of the Model based Predictive Control
 (MPC) which aims at optimizing the performance over a finite future period of time.


The Linear Quadratic Gaussian controller can be regarded as a limit of the GPC controller
since it aims a optimizing a quadratic performance in steady state or consider the problem
over an infinite horizon.
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1 Introduction


It is assumed, that the system to be controlled is a linear, time invariant (LTI system)SISOsystem
 (single input single output system). SISO systems are also denoted asscalar systems and has one
 control signal(input signal),ut, and oneoutput signal, yt.


yt=q−kB(q−1)


A(q−1)ut+vt (1)


The signal,vt, models the total effect of the disturbances.


In general thetime delay,k≥0 due to the causality. If for exampleutis a measured input signal
 thenk= 0 might be the case. In a control application, where the sampling of the output is carried
 out before the determination and the effectuating of the control action, the time delay is larger
 than zero (i.e. k≥1). If the underlying continuous time system do not contain any natural time
 delay, then the discrete time system will havek= 1 (ie. only have a time delay due to the sampling
 procedure).


If the total effect (vt) of the disturbances is a weaklystationary processand has arational spectrum
 the we can model the effect as:


vt= C(q−1)
 D(q−1)et


where et ∈F 0, σ2


and is a white noise sequence that is uncorrelated with past output signals
 (yt−i, i= 1, 2, ...).


In this presentation we will assume the system is given by a ARMAX structure (autoregressive
 moving average model with external input) or the CARMA (controlled autoregressive moving
 average model) which can be written as


A(q−1)yt=q−kB(q−1)ut+C(q−1)et (2)
 or as


yt=q−kB(q−1)


A(q−1)ut+C(q−1)
 A(q−1)et


q−kB
 C
 et


ut


yt


A−1


Figure 1. Stochastic system in the ARMAX form
 The driving noise sequence,et∈F 0, σ2


, is a white noise sequence and is uncorrelated with past
 output signals (yt−i, i= 1, 2, ...). The 3 polynomials


A(q−1) = 1 +a1q−1+ ... +anq−na
 B(q−1) = b0+b1q−1+ ... +bnq−nb
 C(q−1) = 1 +c1q−1+ ... +cnq−nc


are assumed to have the ordersna, nb andnc, respectively. The two polynomials, A andC, are
assumed to be monic i.e. A(0) = 1 and C(0) = 1. FurthermoreC(z) =znC(z−1) has no roots
outside the unit circle. This latter assumption is justified by the spectral representation Theorem.



(5)Remark: 1 The ARMAX (above) and the BJ structure:


yt=q−kB(q−1)


F(q−1)ut+C(q−1)
 D(q−1)et


can be regarded as extreme version of the more general L-structure:


A(q−1)yt=q−kB(q−1)


F(q−1)ut+C(q−1)
 D(q−1)et


This structure is often obtained if the model is the result of system identification. If we are willing
 to accept common factors, we can always transform a description from one structure to another.


✷



2 Minimal Variance Control


Minimal variance control has been described in a huge part of the literature. One of the most well
 known reference is (˚Astr¨om 1970).


Example: 2.1 The following example is a modified (and reduced) version of Example 3 in (˚Astr¨om 1970).


Consider the problem of producing paper with a certain thikness. In this process paper pulp is transformed into a
 continuous line of paper. Due to variation in e.g. raw materials the thickness of the paper is varying. A controller
 is installed to reduce the variation and the set point (the average thickness of the paper) is adjusted such that the
 probability of having a paper thickness less than a certain limit is at a specified level. This is illustrated in Figure
 2 (with a over saturated probability).


7 8 9 10 11 12 13 14 15


0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1


Density functions


tickness
 Minimal variance control


Figure 2. Basic minimal variance control and a ARMAX system.


In Figure 2 the situation is illustrated for two controllers when the lower limit for the paper thickness is10(is
 scaled units). It is quite clear that for a controller resulting i a low variance of the paper thikness the set point can


be lower and still producing paper with same quality. ✷


In Appendix B we have investigated methods for optimal prediction.This facilitate the ability to
 evaluate the effect of a given control sequence. In this section we will solve the inverse problem
 which consists in finding that control sequence that in an optimal way brings the system to a
 desired state.


We will start with the basic minimal variance controller, which aim to (in stationarity) to minimize
 the following cost function:


J¯=E{y2t+k} (3)
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We assume the system and the disturbance is given by the ARMAX in (2).


Furthermore, we assume that the polynomialsB and C have all their roots inside the unit disk.


In that situation we have the following theorem.


Theorem: 2.1: Assume the system is given by (2). The solution to the basic minimal variance
 control problem is given by the controller:


B(q−1)G(q−1)ut=−S(q−1)yt (4)
 whereGandS are polynomials with order:


ord(G) =k−1 ord(S) =M ax(na−1, nc−k)
 and are the solution to the Diophantine equation:


C(q−1) =A(q−1)G(q−1) +q−kS(q−1) (5)
 In stationarity the closed loop is characterized by:


yt=G(q−1)et ut=−S
 Bet


Notice the control error (yt) is a MA(k)-process. ✷


Proof: Consider the situation in an instant of timet. Since the time delay through the system isk, the control
 action,ut, can only effect the situation at the instantt+kand further on. According to Theorem B.2 we have the
 following:


yt+k= 1


C[BGut+Syt] +Get+k


and consequently:


J¯t+k=E{yt+k2 }=E
 (


1


C(BGut+Syt)
 2)


+En


[Get+k]2o


sinceGet+k=et+k+· · ·+gk−1et+1 is independent of ¯Yt. Especially, is the last term independent onut. The
 optimum of ¯J occur if the first term is canceled (equal to zero). This is valid for the given controller if the
 polynomialChas all its zeroes inside the unit disk. If the first term is zero, then the output is in closed loop (and
 under stationary conditions)


yt=Get


The closed loop expression for the control comes directly from this and the control law (4). ✷


Remark: 2 Notice, this control is equivalent to ensure (by a proper choice ofut) that the (k-step


ahead) prediction ofytto zero. ✷


Remark: 3 Notice, the poles of the closed loop is roots for:


C=ABG+z−kBS=B(AG+zkS) =BC


That means that the basic minimal variance controller is only able to stabilize system with a stable
 inverse (discrete time minimal phase systems), i.e. system with zeroes (to theBpolynomial) well
 inside the unit disk. Furthermore theCpolynomial must have the same properties. ✷


Example: 2.2 Assume, that the result of an analysis of a dynamic system and its disturbances are resulted in
 a model as in (2) with:


A= 1−1.7q−1+ 0.7q−2
B= 1 + 0.5q−1 k= 1
C= 1 + 1.5q−1+ 0.9q−2 et∈F(0, σ2)



(7)C


q−kB
 ut


yt


et


A−1


−S


1
 BG


Figure 3. Basic minimal variance control and a ARMAX system.


Firstly, we will investigate the situation fork= 1. In the design we have the Diophantine equation (5) which in
 this case is:


(1 + 1.5q−1 + 0.9q−2) = (1−1.7q−1+ 0.7q−2)1 +q−1(s0+s1q−1)


The solution can be found in different ways. The most strait forward is to identify the coefficient toq−i, which
 results in:


0 : 1 = 1 (6)


1 : 1.5 =−1.7 +s0 (7)


2 : 0.9 = 0.7 +s1 (8)


or ins0= 3.2ands1= 0.2. In other words:


G= 1 S= 3.2 + 0.2q−1
 The minimal variance controller is therefore given by:


ut=− S


BGyt=−3.2 + 0.2q−1
 1 + 0.5q−1 yt


or by:


ut=−0.5ut−1−3.2yt−0.2yt−1


With this strategy the we will have in closed loop (and in stationarity):


yt=et ut=−3.2 + 0.2q−1
 1 + 0.5q−1 et


From this we can easily find that


var(y) = 0.1 var(u) = 0.1518


We will now focus on how much the performance of the controller will be deteriorated if the time delay is increased
 e.g.. tok= 2. In this situation the Diophantine equation becomes:


(1 + 1.5q−1 + 0.9q−2)yt= (1−1.7q−1+ 0.7q−2)(1 +g1q−1) +q−1(s0+s1q−1)
 and the solution to the equation system:


VS. HS.


0 1 1


1 1.5 −1.7 +g1


2 0.9 0.7−1.7g1+s0


3 0 0.7g1+s1


is:


g1= 3.2 s0= 5.64 s1=−2.24
 The minimal variance controller is in this situation:


ut=− S


BG=− 5.64−2.224q−1
 1 + 3.7q−1+ 1.6q−2yt


or:


ut=−5.64yt+ 2.24yt−1−3.7ut−1−1.6ut−2


The stationary error is:


˜


yt=et+ 3.2et−1


which has a variance equal:


V ar{˜yt}= (1 + 3.22)σ2= 11.24σ2


In this example the variance of the error will increase if the time delay is increased. ✷
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Example: 2.3 Consider a system given in the ARMAX form:


A= 1−1.5q−1+ 0.95q−2 B= 1 + 0.5q−1 k= 1
 C= 1−0.95q−1 σ2= (0.1)2


For this system the basic minimal variance controller is given by:


R=BG= 1 + 0.5q−1 S= 0.55−0.95q−1
 or as:


ut=−0.5ut−1−0.55yt+ 0.95yt−1


The output signal and the control are shown in the stationary situation in Figure 4. The transient phase (after cut
 in) can be studied in Figure 5. Notice, the reduction in variance just after cut in. ✷


0 50 100 150 200 250


−1


−0.5
 0
 0.5
 1


y


t


Output and reference


0 50 100 150 200 250


−1


−0.5
 0
 0.5
 1


u


t
 Styresignal


Figure 4. The output signal and the control in Example 2.2
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−1


−0.5
 0
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−1


−0.5
 0
 0.5
 1


Figure 5. The output signal and the control in Example 2.2


Example: 2.4 In this example we will study the effect of the time delay,k. Assume, that the system is the
 same as in example 2.2. Fork= 1the controller is as discussed in example 2.2. Fork= 2the control polynomials
 are:


R= 1 + 1.05q−1+ 0.275q−2 S=−0.125−0.53q−1


The output signal and the control are under stationarity for k = 1,2 depicted in Figure 6. Notice, the small
increment in the variance of the output signal due to the increased time delay. Also notice, the reduction in control
afford.
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Figure 6. The output signal and the control from Example 2.3


Fork= 1andk= 2theGpolynomial is:


G1= 1 G2= 1 + 0.55q−1


That means an increased variance, which is equal1.3025 = 1 + (0.55)2 for an increase inkfrom1to2.


In the table below, the empirical variance, the theoretical variance and the variance of the control are listed for 10
 experiments. All numbers are in %.


empirical ratio theo. ratio ratio in control variance


149.1580 130.2500 16.9856


144.9701 130.2500 15.5137


148.4734 130.2500 14.9431


130.1090 130.2500 13.7075


142.1038 130.2500 12.7749


134.7121 130.2500 12.9202


133.3890 130.2500 15.1116


123.7364 130.2500 11.5495


140.2522 130.2500 14.0588


114.9559 130.2500 12.6139


129.8356 130.2500 12.5119


123.1263 130.2500 11.3916


✷
 Example: 2.5 Let us continue Example 2.4 fork= 2, but with


B= 0.5 + 0.25q−1
 In this case:


R= 0.5 + 0.525q−1+ 0.1375−2 S=−0.125−0.53q−1
 That means a controller given by:


u=− −0.125−0.53q−1
 0.5 + 0.525q−1+ 0.1375−2
 With this controller in action the closed loop is given by:


y= (1 + 0.55q−1)et u=−−0.125−0.53q−1
 0.5 + 0.25q−1 et


From these expressions, we can determine various statistical properties such as variance, (auto and cross) spectral
 densities and (auto and cross) correlation functions. Probably the most important is the variances


σ2y= 0.0130 σu2= 0.0119
 These values can be compared with experimental (from simulations) values


σˆy2= 1
 N


N


X


i=1


y2i σˆu2= 1
 N


N


X


i=1


u2i
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Figure 7. Histogram for the empirical variance for the output (y).
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Figure 8. Histogram for the empirical variance for the control input (u).


0.009 0.01 0.011 0.012 0.013 0.014 0.015 0.016


0.01
 0.011
 0.012
 0.013
 0.014
 0.015
 0.016
 0.017
 0.018


var(y)


var(u)
 Emperical variances


Figure 9. Pareto plot from Example 2.5. The theoretical values areσy2= 0.0130 andσu2= 0.0119.



(11)In Figure 7-8 the histograms for a large number of i runs (105) are plotted. Each run has a run length equal to
 500. The Pareto plot (σy2 vsσ2u) is shown i Figure 9.


✷


Example: 2.6 Let us now focus on a system as in example 2.2, just with:


B= 1 + 0.95q−1


where the system zero (in0.95) is close to the stability limit. For this system the minimal variance controller is:


R=BG= 1 + 0.95q−1 S= 0.55−0.95q−1
 i.e.


ut=−0.95ut−1−0.55yt+ 0.95yt−1


The output and control signals are in stationarity conditions as depicted in Figure 10. Notice, the oscillations in


the control signal. ✷
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Figure 10. Output and control signal in Example 2.4



3 MV
0 control


In the previous section we have dealt with the regulation problem without a reference signal (or
 the reference is zero). In this section we will extent the results in order to cope with a (non zero)
 reference signal or a set point. Consequently, let us focus on a control in which the cost function


J =En


(yt+k−wt)2o


(9)
 is minimized.


Theorem: 3.1: Assume the system is given by (2). The MV0, which minimize (9) is given by the
 control law


B(q−1)G(q−1)ut=C(q−1)wt−S(q−1)yt (10)
 whereGandS are solutions to the Diophantine equation


C(q−1) =A(q−1)G(q−1) +q−kS(q−1) (11)
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with orders


ord(G) =k−1 ord(S) =M ax(na−1, nc−k)
 In stationarity the control error is


˜


yt=yt−wt−k=G(q−1)et


which is a MA(k) process. ✷


Proof: From (64) we have


yt+k= 1


C{BGut+Syt}+Get+k


and furthermore that


yt+k−wt= 1


C[BGut+Syt−Cwt] +Get+k


Now


J=En


(yt+k−wt)2o


=
 1


C[BGut+Syt−Cwt]
 2


+V ar{Get+k}


which takes its minimum for the control law given in the Theorem. ✷


Theorem: 3.2: Let the assumptions in Theorem 3.1 (page 12) be valid and let the situation be
 stationary. Then for the system in (2) the MV0 controller will give


yt=q−kwt+Get


and


ut= A
 Bwt− S


Bet


in closed loop. ✷


Proof: The closed loop expression for the output comes directly from Theorem 3.1 (page 12). If this is introduced
 in the control law, then


BGut = Cwt−Syt


= Cwt−S(q−kwt+Get)


= AGwt−SGet


or as stated in the theorem. Notice, we have used the Diophantine equation (11) in the mid equation. ✷



4 MV
1 control


In the previous section we saw, that the basic minimum variance controllers (MV and MV0) indeed
 required too much control action. Let us then focus on a control in which the cost function has a
 term related to the control action, i.e. a control in which


J =En


(yt+k−wt)2+ρu2t


o


(12)
 is minimized.


Theorem: 4.1: Assume the system is given by (2). The MV1, which minimize (12) is given by the
 control law


(BG+αC)ut=Cwt−Syt α= ρ
 b0


(13)



(13)whereGandS are solutions to the Diophantine equation


C=AG+q−kS (14)


with orders


ord(G) =k−1 ord(S) =M ax(na−1, nc−k)


✷


Proof: As in Theorem 3.1 (page 12) we have from (64) that
 yt+k= 1


C{BGut+Syt}+Get+k


and furthermore that


yt+k−wt= 1


C[BGut+Syt−Cwt] +Get+k


Now


J=En


(yt+k−wt)2+ρu2t


o


=
 1


C[BGut+Syt−Cwt]
 2


+ρu2t+V ar{Get+k}
 which takes its minimum for


2b0


C [BGut+Syt−Cwt] + 2ρut= 0


or as given in the theorem. ✷


Theorem: 4.2: Let the assumptions in Theorem 4.1 (page 13) be valid and let the situation be
 stationary. Then for the system in (2) the MV1 controller will give


yt=q−k B


B+αAwt+BG+αC
 B+αA et


and


ut= A


B+αAwt− S
 B+αAet


in closed loop. ✷


Proof: Firstly, focus on the outputyt. If the control law, (13), is introduced in the system description (2) then
 y=q−kB


A
  C


BG+αCwt− S
 BG+αCyt



 +C


Aet


or (when multiplying withA[BG+αC]


A[BG+αC]yt=q−kBCwt−q−kBSyt+C(BG+αC)et


or (after collecting terms involvingyt)


(ABG+q−kBS+αAC)yt=q−kBCwt+C(BG+αC)et


If we apply the Diophantine equation (14) we have that


(BC+αAC)yt=q−kBCwt+C(BG+αC)et


or (after cancelingC, which has all roots inside the stability area) the closed loop is as stated in the Theorem.


For the control actions we have


(BG+αC)ut=Cwt−S
 


q−kB
 Aut+C


Aet





or (after multiplying withA)
 h


ABG+q−kSB+αCAi


ut=ACwt−SCet


or (after applying the Diophantine equation (14))


[BC+αCA]ut=ACwt−SCet


or (after cancelingC, which has all roots inside the stability area) the closed loop is as stated in the Theorem. ✷
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5 MV
1a control


The minimum variance controllers (MV and MV0) can in some applications require a high control
 activity. In order to reduce the variance of the control action the MV1 controller can be applied.


Unless the system contain an integration (and then A(1) = 0) the MV1 controller will for a non
 zero set point give a stationary error. The standard work around is let the cost include the control
 move (vt) rather than the control action (ut) itself into the cost function.


Consequently, let us now focus on a control in which the cost function
 J =En


(yt+k−wt)2+ρvt2o


vt=ut−ut−1 (15)
 is minimized. Let us introduce the ∆ operator as


∆ = 1−q−1
 then the cost in (15) can be written as


J =En


(yt+k−wt)2+ρ(∆ut)2o


Theorem: 5.1: Assume the system is given by (2). The MV1a, which minimize (15) is given by
 the control law


(BG+αC∆)ut=Cwt−Syt α= ρ
 b0


(16)
 whereGandS are solutions to the Diophantine equation


C=AG+q−kS (17)


with orders


ord(G) =k−1 ord(S) =M ax(na−1, nc−k)


✷


Proof: As in Theorem 3.1 (page 12) we have from (64) that
 yt+k= 1


C{BGut+Syt}+Get+k


and furthermore that


yt+k−wt= 1


C[BGut+Syt−Cwt] +Get+k


Now


J=En


(yt+k−wt)2+ρvt2


o


=
 1


C[BGut+Syt−Cwt]
 2


+ρ(∆u)2t+V ar{Get+k}


which takes its minimum as given in the theorem. ✷


Theorem: 5.2: Let the assumptions in Theorem 5.1 (page 14) be valid and let the situation be
 stationary. Then for the system in (2) the MV1 controller will give


yt=q−k B


B+α∆Awt+BG+αC
 B+α∆Aet


and


ut= A


B+α∆Awt− S
 B+α∆Aet


in closed loop. ✷



(15)Proof: If the control law, (16), is introduced in the system description (2) then
 y=q−kB


A


 C


BG+α∆Cwt− S
 BG+α∆Cyt



 +C


Aet


or (when multiplying withA((BG+α∆C)


A(BG+α∆C)yt=q−kBCwt−q−kBSyt+C(BG+αC)et


After collecting terms and applying the Diophantine equation (17) we have that
 (BC+α∆AC)yt=q−kBCwt+C(BG+αC)et


or (after cancelingC, which has all roots inside the stability area) the closed loop is as stated in the Theorem. ✷



6 Pole-Zero (PZ) control


In the previous sections we saw, that the basic minimum variance controllers (MV and MV0)
 indeed required too much control action. One way to reduce the control effort is to introduce a
 term in the cost function which take the control effort into considerations. Another method is to
 reduce the requirements to the control error. Rather than require the output should follow the
 reference in a close way


yt=q−kwt


(as in the MV0 case) we could require the output is following the reference in the following way
 yt=q−kBm


Am


wt


Here the reference model, (Bm, Am), is normally chosen to be faster than the open loop system
 (the plant), but sufficient slow to reduce the control action.


Let us then focus on a control in which the cost function has a term related to the control action,
 i.e. a control in which


J =En


(Amyt+k−Bmwt)2o


(18)
 is minimized.


Theorem: 6.1: Assume the system is given by (2). The PZ-controller, which minimize (18) is given
 by the control law


BGut=CBmwt−Syt (19)


whereGandS are solutions to the Diophantine equation


AmC=AG+q−kS (20)


with orders


ord(G) =k−1 ord(S) =max(na−1, nc+nm−k)


✷


Proof: As in Theorem 3.1 (page 12) we have from (64) that
 yt+k= 1


C{BGut+Syt}+Get+k


and furthermore that


Amyt+k−Bmwt= 1


C[BGut+Syt−CBmwt] +Get+k
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Now


J=En


(Amyt+k−Bmwt)2o


=
 1


C[BGut+Syt−CBmwt]
 2


+V ar{Get+k}


which takes its minimum for as given in the theorem. ✷


Notice that the errorAmyt−q−kBmwtasymtotically will approach the stationary errorGet. The
 approach is determined by the roots in theC polynomial.


This controller is a poleplacement controller with full zero cancelation. If the observer polynomial
 Ao is chosen to be Ao = C, then we have a stochastic version with relations to eg. the MV0


controller.


This controller requires (as well as the MV0 controller which is a special case) perfect knowledge
 og the time delay through the system.


wt


BmC


u0


−S
 ut


et


C


q−kB


d


yt


A−1


1
 BG


Figure 11. The structure in a PZ controller


Theorem: 6.2: Let the assumptions in Theorem 6.1 (page 15) be valid and let the situation be
 stationary. Then for the system in (2) the PZ-controller will give


yt=q−kBm


Am


wt+ G
 Am


et


and


ut= ABm


BAm


wt− S
 BAm


et


in closed loop. ✷


Proof: Firstly, focus on the outputyt. From the proof of Theorem 6.1 (page 15) we have
 Amyt−Bmwt−k=Get


or as stated in Theorem 6.2 (page 16). For the control actions we have
 BGut = BmCwt−Syt


= BmCwt−S
 


q−kBm


Am


wt+ G
 Am


et





= Bm


Am


AGwt− G
 Am


et


where we in the last line have used the Diophantine equation (20). From this we get the result stated in the theorem.


✷
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7 Generalized Stochastic Pole Placement (GSP) Control


As mentioned earlier the PZ controller has a problem if the system has an unstable inverse. This
 is due to the cancellation of the system zeroes in PZ controller. It might also be the case that the
 system has zeroes that are stable, but are badly damped. This observation can be the platform for
 designing a controller that is applicable when the system zeros are badly damped or even unstable.


We just have to accept that the unstable zeros remain zeros in the closed loop transfer function
 (from reference to output). This control strategy is in this presentation denoted as GSP-control.


The goal is still to have an output (yt) which is close to some reference model output
 ym(t) =q−kBm


Am


wt


This is in a stochastic setting related to (but not identical to) minimizing the cost function:


J¯t=E


(Amyt+k−Bmwt)2 (21)


Now, due to the the problem with the system zeroes we have to factorize the system numerator
 polynomial


B=B+B−


into a part suitable for cancellation (B+) and one (B−) which has to be kept in the resulting
 transfer function from reference to output. In order to comply with the cost function in (21)B−


has to be a part ofBm, i.e.


Bm=B−Bm1


where Bm1 contains eventually extra factors and zeroes. This extra factors could be used for
 ensuring af closed loop DC gain equal to one.


The design of the GSP controller is summarized in Theorem 7.1.


Theorem: 7.1: Assume the system is given by (1). The Generalized Stochastic Poleplacement
 controller (GSP) is given as:


B+Gut=Bm1Aowt−Syt− G


B−d (22)


where the polynomials,GogS, are solutions to the Diophantine equation:


AoAm=AG+q−kB−S (23)
 HereG(0) = 1,ord(G) =k+nb−−1 and


ord(S) =max(na−1, nao+nam−k−nb−) (24)
 The Observer polynomial, Ao, is a stable polynomial (i.e. have only roots inside the stability area).


✷
 Notice that often is the choise Ao=C used. This choise make a closer relation to the MV0 and
 PZ controller.


Notice that the PZ controller is a special case (forAo=C) if
B−= 1 B+=B
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(The choise,B−=const, will also result in the PZ controller). On the other hand, if
 B+= 1 B−=B


then all the system zeroes are cancelled.


Proof: An external controller can be written as


Rut=Qwt−Syt+γ
 and the transfer operator from reference to output can be written as


Hy,w=q−k QB


AR+q−kBS (25)


which according to the design objective has equal


q−kBm1B−


Am


(26)
 The system zeros which we wish to maintain in the closed loop tranfer operator must be a part of the feed forward
 term, i.e.Q=Bm1AowhereAois a stable polynomial. Since only a part (B+) ofBcan be cancelled we must have
 that


R=B+G


whereGis a polynomial of suitable order. In order to meet the design objective (i.e to have the correct tranfer from
 reference to output) the two polynomialsGandSmust satisfy the Diophantine equation:


AoAm=AG+q−kB−S
 whereG(0) = 1 andord(G) =k+nb−−1. Furthermore must


Ao(Amyt+k−Bmwt) = AGyt+k+B−Syt−AoBmwt (27)


= G(But+Cet+k+Gd) +B−Syt−AoBmwt (28)
 and then


Amyt+k−Bmwt=B−


Ao





B+Gut+Syt+ G
 B−


d−AoBm1wt



 + C


Ao


Get+k


Consequently, the controller in (23) is a suboptimal solution to the design objective. ✷


wt
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Figure 12. Structure in the GSP controller


We can summarize the design of GSP controller in the following steps:


1. Factorize B=B+B−


2. ChooseAm,Bm1 andAo


DC


Bm1B−


Am





= 1
 3. Solve


AoAm=AG+q−kB−S
forS andG



(19)4. Use the controller:


B+Gut=Bm1Aowt−Syt− G
 B−


d


Theorem: 7.2: If the system in (2) is controlled by a stochastic poleplacement controller, then the
 closed loop is given by:


yt=q−kBm1B−


Am


wt+ G
 Am


C
 Ao


et (29)


ut= ABm1


AmB+


wt− S
 AmB+


C
 Ao


et− 1


Bd (30)


✷
 Proof: The proof is just a trivial but technical manipulation of transfer functions. If the controller (22) is
 multiplated withB−we have


BGut=BmCwt−SB−yt−Gd (31)
 A multiplication of the system in (2) withGgives


AGyt=q−kBGut+CGet+Gd
 or by using (31)


AGyt=q−k[BmCwt−SB−yt−Gd] +CGet+Gd
 Furthermore is


[AG+q−kB−S]yt=q−kBmCwt+CGet


and


Amyt=q−kBmwt+GC
 Ao


et (32)


which is identical to (29).


The closed loop characteristics are obtained in a similar way. If the controller in (22) is multiplied withAmwe
 have:


B+GAmut=Bm1CAmwt−SAmyt−GAm


B− d
 If the expression in (32) forAmytis applied we have furthermore that:


B+GAmut + Bm1CAmwt−S[q−kBmwt+GC
 Ao


et]−GAm


B−


d (33)


= Bm1AGwt−SGC
 Ao


et−GAm


B−


d (34)


Here the Diophantine equation (23) has been used. Hereby (30) simply emerge. ✷
 Notice that Bm1 is used in order to ensure a DC-gain equal to one in the closed loop transfer
 function from refence to output.



8 Generalized Minimum Variance (GMV) Control


This type of control strategy is originally described in the following papers:(Clarke & Gawthrop
 1975), (Clarke & Gawthrop 1981), (Gawthrop 1977).


In the previous we have dealt with a control strategy which aims at minimizing the cost function:


J¯=E{[yt+k−wt]2} (35)
 That lead to theM V0-controller which is well known to require a very large control effort. This is
 because it simply minimize the variance of the error between output and reference signal. One way
 to reduce this control effort is to take only a part of the frequency region of the error into account.


Another way to reduce the control effort is simply to include the variance of the control signal
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into the cost function. In a similar way we could also only include a filtered version of the control
 signal in the control design. In other words we can introduce frequency weights. The generalized
 minimal variance controller is design such that the cost


J¯=E


[˜yt+k−w˜t]2+ρ˜u2t (36)
 is minimized. Here the signals


˜


yt=Hy(q)yt w˜t=Hw(q)wt u˜t=Hu(q)ut (37)
 are filtered or frequency weighted signals. The quantities, Hy(q), Hu(q) and Hw(q) are transfer
 functions and are rational inq. In order to introduce more freedom in the design, we will use both
 Hy(q) and Hw(q). If these two filters are identical then the variance of a filtered version of the
 error between output and reference is minimized. The transfer functionHu(q) is used to reduce the
 variance of the control action in certain regions. Assume we have the following transfer function:


Hy(q) = By(q−1)


Ay(q−1) Hu(q) = Bu(q−1)


Au(q−1) Hw(q) = Bw(q−1)
 Aw(q−1)


whereAy(0) =Au(0) =Aw(0) =Bu(0) = 1 (the weight on the control signal is introduced viaρ).


Theorem: 8.1: Assume the system is given by (2). The Generalized Minimal Variance controller
 (GMV) is the given by


[AuBG+αCBu]ut=Au



 CBw


Aw


wt− S
 Ay


yt−Gd
 


(38)
 where


α= ρ
 b0


and the polynomialsGandS are solutions to the Diophantine equation:


ByC=AyAG+q−kS (39)


The orders are


ord(G) =k−1 ord(S) =max(na+nay−1, nby +nc−k)


whereGnot necessarily is monic. In more detailsG(0) =By(0). ✷
 Proof: Since the minimization is based on thatutis a function of the available information (ie. ¯Yt) we have


J¯⋆ = min


ut E


[y˜t+k−w˜t]2+ρu˜2t


= E



 minut E


[y˜t+k−w˜t]2+ρu˜2t
 Y¯t





The control is consequently given by:


ut= arg min


ut



 ˆ˜


yt+k|t−wt


2


+ρu˜2t
 


We have (39) and the system description (2) for determining ˆy˜t+k|t. More specific we have:


ByCy˜t+k=GBy[But+Cet+k+d] +Sy˜t
 or that:


y˜t+k= 1
 C





BGut+ S
 By


y˜t+Gd
 


+Get+k (40)


From this we easily see that:


dy˜t+k
 dut


=b0
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