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                    problem, without any success. A description of the problem have been posted
 to the Xilinx user forums and the internet newsgroup comp.arch.fpgabut no
 replies have been received. The forum post is included in appendix A.4. Since
 also non-asynchronous circuits suffer from problems it is suspected to be caused
 by a bug in the Floorplanner software. It should be noted that RPMs can 
 suc-cessfully be created from other combinatorial circuits using the Floorplanner
 tool.


The inability to create RPMs of asynchronous components has the consequence
 that a larger margin must be included in the matched delay, however it has not
 proved to be a major issue as long as performance does not have high priority.



2.7 Design Flow


This sections aims at describing the design flow for implementing asynchronous
 circuits using the Xilinx tools. On the basis of the results from the experiments
 on the delay element presented in section 2.6.1 a guideline for delay matching
 is presented in section 2.7.1. The design flow for implementing Petrify circuits
 is presented in 2.7.2. In section 2.7.3 various settings and constraints used for
 the Xilinx tools are described.



2.7.1 Delay Matching Guidelines


This section describes the work flow for performing delay matching of a circuit.


The output port component from the router design (section 4.2.2) is used as an
 example.


Wire and gate delays will introduce different propagation delays for the 
 hand-shake signals and for the data signals. The 4-phase bundled data protocol
 requires that the data are valid before the request signal is asserted. If the
 request signals have a smaller path delay than the data signal (which they will
 have in most cases) the request signals must be delayed to obey the handshake
 protocol. If not, the receiver may latch invalid data.


When measuring the required delay one should make sure that all data signals
make a transition, because all the data signals will have different propagation
delays. In the example below it has been aimed at that all data signals makes a
0→1 transition, but to assure that the packet follows the correct path through
the router this has not been possible for all data signals. Figure 2.20(a) shows
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00000000 3FFFFFFD
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00000000 3FFFFFFD
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 output_data


(a) before delay matching


00000000 3FFFFFFD 00000000


340 ns 360 ns
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 output_ack


output_data 00000000 3FFFFFFD 00000000


340.8 ns
 343.173 ns


2373 ps


(b) after delay matching


Figure 2.20: Modelsim print of a request signal in an router output port before
 and after delay matching.


a Modelsim print of a handshake transaction in an output port: output rh is
 the request output and output data is the output of the data latch. A curser
 marks the time when the request signal is asserted and another curser marks
 when the output of the data latch is stable. The figure shows a difference of 1.4
 ns. The chart in figure 2.18 (b) (p. 28) is used to estimate the size of the delay
 element. According to the delay chart a size of 3 should give a delay of about 2
 ns. To allow for the delay fluctuations mentioned in section 2.6.1 an extra delay
 should be inserted. The experience from this project is that in general a delay
 overhead of about 2-3 ns is sufficient to cover the delay fluctuations. Thus, the
 target is a delay of about 4 ns. According to the delay chart a size of 8 should
 give a delay in the target range. After the insertion of a delay element with
 size 8, the design is synthesized and implemented again. A Modelsim print of
 the handshake transaction after insertion of the delay element is shown in figure
 2.20(b). After insertion of the delay element the delay overhead is 2.4 ns, which
 lies in the target range. It should be noted that a delay overhead of 2-3 ns is a
 quite conservative estimate. In many cases a smaller overhead will be sufficient.


In a larger design with many instances of the same component it is not feasible to
manually check if each and every delay element is sufficiently large. By following
the handshake protocol it is guaranteed that the correct data is latched, but even
if the handshake protocol is not completely obeyed data might be correctly
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latched anyway. In other words, the primary goal is not to assure that the
 handshake protocol is strictly followed under all circumstances but to assure
 that correct data is latched in all cases. The Modelsim simulation tool will issue
 warnings if a latch experience setup or hold time violations. If the simulation of
 the complete system does not result in any warnings it indicates that the delay
 matching is sufficient.



2.7.2 Petrify Circuits


This section presents the design flow for implementing control circuits 
 synthe-sized by Petrify [6].


Petrify is a tool which synthesizes speed-independent control circuits specified
 by State-Transition Graphs (STGs). An STG is a way to specify a timing
 diagram in a formal way and is based on Petri nets. The toolVisual STG Lab
 (VSTGL) is a visual tool for creating and simulating STGs and it has been used
 in this project for the creation of STGs. The input to Petrify is an STG and
 the output is a set of boolean equation which implements the circuit. Petrify
 automatically solves Complete State Coding (CSC) violations by inserting extra
 state variables, however the designer should try to limit the amount of needed
 CSC state variables to as few as possible. The amount of needed CSC state
 variables can be reduced by redesigning the STG specification.


The general process of implementing a circuit specified by an STG and 
 synthe-sized by Petrify is described in chapter 6 in [24]. The process of mapping a set
 of petrify equations onto an FPGA is described in [26]. Two different methods
 is presented in [26]:


• Complex gates.


• Generalized C-elements.


When the target is a complex gate implementation Petrify generates equations
 such that each non-input signal is implemented by a single complex gate. The
 -cgoption is used to instruct Petrify to target a complex gate implementation.


A complex gate must be implemented in a single LUT element, hence the number
of inputs to a complex gate is limited by the number of inputs available on a
LUT. The state-holding capabilities of the complex gate is implemented as a
feedback input, in the same way as in the implementation of the C-element in
section 2.5.1. The reset signal can be implemented using an internal MUX in
the slice such that it does not occupy an input on the LUT. In [26] an FPGA
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Figure 2.21: Implementation of a Petrify circuit using a C-element.


with 4-input LUTs is used, thereby leaving 3 inputs free. With the 6-input
 LUTs available in the Virtex-5 FPGA a 5-input complex gates is the maximally
 possible to implement. If more inputs is needed Petrify must be used to do
 speed-independent preserving decomposition else the circuit will not be hazard
 free.


A solution based on generalized C-elements uses a state-holding element. The
 state-holding element can be either a set-reset latch or a C-element. Petrify 
 gen-erates equations implementing the set and reset functions for the state-holding
 element. When a SR latch is used the set and reset functions are wired to the
 set and reset input of the SR latch respectively. When a C-element is used the
 set function is wired to one input and the complemented reset function is wired
 to the other input. To be able to control the initial state of the SR latch or
 the C-element a reset signal must be used. For the SR latch implementation
 an internal mux can be used to save an input of the LUTs implementing the
 set/reset functions as with the complex gate. The C-elements already have a
 separate reset input. The set/reset functions can have up to six inputs. If a
 larger number of inputs is needed several LUTs can be combined in a 
 sum-of-products configuration. To assure that the sum-of-product implementation is
 hazard free, Petrify must be instructed to apply themonotonic cover constraint,
 using the -gcm option. With the monotonic cover constraint only one term in
 the sum-of-products implementation is allowed to be high at a time, thus 
 elim-inating the possibilities of static and dynamic hazards. In [26] the generalized
 C-elements are implemented using SR latches.


The set/reset functions encountered in this project has a maximum of 6 inputs,
 hence every set/reset functions can be implemented in a single LUT primitive.


In the project C-elements is used as the state-holding element for implementing
Petrify circuits. The C-element solution is easier to implement than SR latches
but it should be noted that a solution with SR latches is a more “correct” 
solu-tion since it is available as a FPGA primitive. Figure 2.21 shows a generalized
C-elements implementation using a C-element.
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When implementing the boolean equations representing the set and reset 
 func-tions it is tempting to let the Xilinx tool do the mapping to LUTs, but this may
 lead to corruption of the circuit. The synthesizer will try to reduce the logic
 expressions as much as possible; a task that it is brutally good at. To maintain
 speed-independence Petrify may insert terms in the boolean expressions which
 will seem redundant to the synthesizer, consequently they will be optimized
 away. To circumvent these logic optimizations the designer must do the 
 map-ping to LUTs manually, by instantiating the LUT primitives with the desired
 logic function directly in the HDL code. The implementation of the C-element
 presented in section 2.5.1 has non-inverted inputs. For the implementation of
 Petrify circuits a C-element with one inverted input is used. It only differs from
 the original C-element by a slight change in the init value.


The circuit generated by Petrify assumes a speed-independent delay model.


Speed-independence assumes positive, bounded but unknown gate delays and
 ideal zero-delay wires [24]. Assuming ideal wires is of course not very realistic
 but the wire delay can in most cases be lumped into the gate delay for the 
 pur-pose of delay analysis. Problems may arise if an output is used in several inputs.


If the fork is non-isochronic, i.e. the end-points of the fork experience different
 wire delays, the circuit cannot be considered speed-independent. The forks in
 an FPGA implemented circuit should always be considered as non-isochronic.


In most cases a circuit with non-isochronic forks will work as intended, 
 how-ever an unfortunate combination of wire delays where one end of the fork is
 much slower than the other, may lead to a circuit malfunction. To circumvent
 this problem the relational placement between all LUTs in the Petrify circuit
 is locked using the rloc placement constraint. This will minimize the possible
 delay fluctuations between different instantiations of the same Petrify circuit.


The strategy used for selecting a relational placement is very simple. Pick an
 arbitrary placement where the LUTs are placed next to each other. Do a post
 place and route simulation to verify that the circuit works as intended. If the
 simulation fails, locate the the faulty signals and replace the affected LUTs.


A more analytical approach where the problematic forks is located beforehand
 could be applied, but it has not been considered to be worth the trouble for the
 relatively simple Petrify circuits implemented in this project.


For a circuit to work as specified it must be properly initialized. The 
initializa-tion values for the state-holding elements that is required for correct funcinitializa-tion-
function-ality is listed by Petrify.
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To summarize the procedure for implementing Petrify circuits used in the project:


• Draw and simulate the STG in VSTGL.


• Synthesize with Petrigy using the-gcmoption to use generalized C-elements
 and apply the monotonic cover constraint.


• Implement all boolean equations in instantiated LUTs.


• Generalized C-elements is implemented using a C-element component.


• Set the initialization values.


• Lock the relational placement of all components using therlocconstraint.



2.7.3 Tool Settings and Constraints


The Xilinx design tools have a large amount of settings and constraints to control
 the synthesis and implementation processes. In this section the use of some of
 these settings are explained:


• Optimization settings for the synthesis and mapping process.


• Theoptimizeconstraint.


• Thekeepconstraint.


• Thetigconstraint.


• Thekeep hierarchysetting.


• The use of clock buffers.


In general we want the design tool to perform as few optimizations on the 
asyn-chronous components as possible, because the tool will not “understand” the
asynchronous circuits. For Petrify circuits (section 2.7.2) it is absolutely crucial
that no optimizations are performed at all, thus mapping the design to LUTs
must be done manually. For other asynchronous components the optimizations
should be kept to a minimum. The process of implementing a circuit is done in
roughly three steps: synthesis, mapping, and place and route. Design 
optimiza-tions, that may alter the logical function of the design, are performed during
the synthesis and the mapping processes.
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Goal LUTs HS. Cycle


Area 2050 42 ns


Speed 2210 38 ns


Difference 7.8% 5.3%


Table 2.1: Effect of synthesis optimization settings.


It is not possible to turn of the logic optimization in the synthesizer. The 
 opti-mization goal can be set to either speed orarea and the effort level tonormal
 or high. Apart from Petrify circuits there has not been observed any incidents
 where synthesis optimization has caused failures. The optimizations settings
 are global for the design, thus in a mixed design with both synchronous and
 asynchronous components all components are affected by the setting. Table 2.1
 show difference in area and performance for a router using a different 
 optimiza-tion goals. The focus of this project has not been performance, so the synthesis
 optimization goal has been set to area in all designs.


In the mapping process optimizations are performed during the cover phase
 where logic are assigned to LUTs. The optimization goal can be set to: area,
 speed, balanced, or off. The optimization setting can be set either globally or
 individually for a component. The global setting is set in the mapping 
 prop-erties. To use a different optimization setting for an individual component the
 optimizeconstraint is used on the VHDL entity. In an asynchronous-only 
 de-sign the mapping optimization goal should be set tooffglobally, and in a mixed
 design theoptimizeconstraint should be used to turn off optimizations for the
 asynchronous modules only. Optionally the mapper can perform post-placement
 logic optimizations to improve timing using the logic_optswitch. This is set
 to offby default, and should be left like that.


Even with the mapping cover setting set to off, some optimizations are still
 performed during the mapping process. An example of this is the delay element,
 where thekeepattribute must be assigned to the signals connecting the LUTs,
 or else the mapper will optimize the delay element into a single LUT. When
 the keep constraint is attached to a signal it will prevent that the signal is
 absorbed into a logic block caused by optimizations, consequently the signal is
 kept in the final net-list. To minimize the possibility that the mapper removes
 important logic, it is advisable to apply thekeepconstraint to all signals within
 an asynchronous component, even though it is not necessary in most cases.


In a GALS design with both synchronous and asynchronous components, the
asynchronous components must be excluded from the timing analysis performed
by the design tools. If the asynchronous components are not excluded, the
combinatorial delay of the asynchronous components will be included in the
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maximum path delay used to determine the maximum clock frequency. This
 situation has similarities with a multi-clock synchronous design where signals
 may cross clock domains. The tig(timing ignore) constraint is used in these
 situations to exclude a static path from the timing analysis. Thetigconstraints
 tells the tool to ignore all paths fanning forward from the tig-marked net to
 be ignored during timing analysis. tigshould be assigned to all nets going into
 the asynchronous design. The tig is assigned to nets in the UCF file. If the
 tig constraint is not used it will be very hard for the tool to meet the clock
 constraints because the combinatorial delay of the asynchronous components is
 included in the critical path. For larger designs the mapping process will even
 fail completely. In an asynchronous-only design there are no clock constraints
 to meet, however the tigconstraint still affects the run-time of the mapping
 process. Due to the Performance Evaluation mode discussed in section 2.6.2 the
 tool will try to perform timing optimization based on the local clocks it finds in
 the design. In Aspida [13] thetigconstraint is only used on the delay elements
 to avoid timing optimizations of the delay elements.


The design tool automatically infers clock buffers on signals it believes to be
 clock signals. A clock buffer causes the signal to be routed on special low skew
 routing resources. Within asynchronous components the tool will find clock
 signals and if there are unused clock buffers, it will infer it on the signal. To
 avoid this from happening the synthesis property Number of Clock Buffers
 should be set to 0. If the design contains any clock signals clock buffers must
 be inserted manually.


In the synthesis properties it can be chosen if the design hierarchy should be
kept or the design should be flattened. If the design hierarchy is flattened 
op-timizations are performed across hierarchical components. Therefor a flattened
design typically uses less resources. A disadvantage is that it makes it a lot
harder to locate signals in the post-synthesis simulation models. For the 
pur-pose of asynchronous design where post place and route simulations are used
extensively it is a big advantage to keep the hierarchy for this reason only.



Chapter 3



Networks-on-Chip


This chapter will present the basic theory behind NoC design. The first section
 3.1 will give a brief introduction to the general NoC design paradigm. In section
 3.2 the basic concepts of NoC design will be presented. The last section 3.3 will
 present the previous work in the field of NoC design that have been used for
 this project.



3.1 Introduction to Networks-on-Chip


NoC is an emerging design paradigm for designing the interconnect for large
 SoCs. More common SoC interconnects such as busses and point-to-point links
 scales poorly when the number of IP cores in the system is increased. The NoC
 design paradigm tries to handle the scaling problem of the bus and 
 point-to-point interconnects.


In large SoC systems a Globally Asynchronous Locally Synchronous (GALS)
design approach is advantageous, due to the difficulties with clock distribution
for large SoC systems. In a GALS system each core operates in their own local
clock domain. Thus, the need for a global clock is eliminated. Due to the lack of
a global clock is seems very intuitively to have an asynchronous interconnect in
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a GALS system. Therefore an asynchronous NoC matches the design challenges
 for a GALS based SoC well.


NoC design shares many similarities with the design of parallel computer 
net-works. Therefore a large amount of the research carried out in this field is also
applicable for NoC design.
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